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From the Sponsor

In August 2006, the 402d Software Maintenance Group became a full-fledged member
of the depot maintenance fraternity by subjecting itself to a Unit Compliance Inspection

based on the same checklists as the aircraft, electronics, and commodities groups.
In effect, we were breaking new ground – we had always relied on the robustness

of our Level 5 CMMI processes as a reason to be exempt from the standard Air Force
maintenance instructions and checklists that our compatriots used. For our core busi-
ness area (development and maintenance of operational flight programs and automat-

ic test equipment software) that was definitely the case. Our work is centered on processes, not
tasks. Our software engineers do not use work control documents nor do our technicians
require special skills qualification.

So what do we have in common, and why did we examine our compliance with policy and
procedures that were developed for a hardware maintenance environment?  The answer is sim-
ple: We use tools, equipment, material, and technical data just like everyone else.

Air Force policy on tools is designed to both prevent foreign object damage and to reduce long
term costs with better inventory control. Our software integration laboratories use equipment that
requires periodic maintenance, calibration, and clear accountability. Material, whether bench stock,
shop stock, or floating spares, is better managed when it is sorted, labeled, and regularly invento-
ried. Finally, technical data can never be accurate if it is not kept current and labeled appropriately.

How much effort was involved in becoming compliant? Tons! We sorted, scrubbed, straight-
ened, labeled, shredded, recycled, shadowed, capped, taped, stamped, inventoried, and signed
everything in sight. We inspected our labs from wall to wall with an eye out for safety hazards,
excess material, stray tools, equipment overdue for calibrations, and general clutter.

Was it worth it?  In the end, yes!  While I doubt we’ll see much direct benefit from the dozens
of appointment letters I signed, the rest of our preparation has made an impact. Our labs are
clean and free of clutter. Material, tools, technical data, and equipment are organized and acces-
sible. Eliminating excess cabinets has freed up valuable floor space. Finally, we demonstrated
that our CMMI Level 5 processes are compatible with – even complementary to – Air Force
maintenance instructions. You can have quality processes and still be compliant.

Unit Compliance Inspection:
What Did We Learn?

Diane E. Suchan
Warner Robins Air Logistics Center Co-Sponsor

From the Publisher

The purpose of this theme was to allow CrossTalk to share articles on topics
and from authors of special interest to us and I hope to you as well. Mike McNair

was kind enough to write an article on some of the key issues to consider when merg-
ing hardware and software in Where Hardware and Software Meet: The Basics. Our next arti-
cle by LTC Nanette Patton and Allan Shechet highlights some of the real obstacles that
must be overcome when implementing process improvements such as Earned Value
Management in Earned Value Management: Are Expectations Too High? I think many read-

ers will have a curiosity for Duy Le, Dr. Rayford B. Vaughn, and Dr. Yoginder S. Dandass’ arti-
cle Developments and Challenges of Internet Development in Vietnam – A General Perspective. COL
Kenneth L. Alford and Steven R. Ditmeyer also consider net-centric concerns in Net-Centric
Operations: Defense and Transportation Synergy. Finally, as more and more organizations climb the
software maturity ladder, I believe it is reasonable to ask, What’s next? Donald J. Reifer propos-
es his suggestion in Profiles of Level 5 CMMI Organizations.

Choose Your Favorite

Elizabeth Starrett
Publisher
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Policies, News, and Updates

The Honorable John Grimes, Department of
Defense – Chief Information Officer
The ASD(NII)/DoD-CIO is the principal staff
assistant and advisor to the Secretary on net-
works and network-centric policies and con-
cepts, command and control, communications,
non-intelligence space matters, enterprise-wide

integration of DoD information matters, and Information
Technology. Additionally, the DoD-CIO has responsibilities for
integrating information and related activities and services across
the DoD. The mission of the organization is to enable Net-Centric
operations. NII/CIO is leading the Information Age transforma-
tion that will enhance the DoD’s efficiency and effectiveness by
establishing an Information on Demand capability. See
<www.dod.mil/cio-nii/> for more information.

Terry Clark, NAVAIR, Systems Engineering
Department – Director, Software Engineering
The Naval Air Systems Command (NAVAIR)
provides the cost-wise readiness and dominant
maritime combat power to make a great
Navy/Marine Corps team better. The NAVAIR
team, in partnership with industry, is committed

to serving the nation by balancing current and future readiness
while developing, acquiring, and supporting naval aeronautical
and related technology systems with which the operating forces,
in support of the unified commanders and our allies, can train,
fight, and win. See <www.navair.navy.mil> for more information.

Kevin Stamey, 76 SMXG Director
The 76th Software Maintenance Group at the
Oklahoma City-Air Logistics Center is a leader in
the avionics software industry that understands
total system integration. The center has a proven
record of producing software on time, on bud-
get, and defect-free. Its people provide the exper-

tise, software, weapons, interface, and aircraft systems that are
fully integrated to ensure dependable war-winning capabilities. Its
areas of expertise include navigation, radar, weapons and system
integration, systems engineering, operational flight software, auto-
matic test equipment, and more. See <www.bringittotinker.com>
for more information.

Randy Hill, 309 SMXG Director
The 309th Software Maintenance Group at the
Ogden-Air Logistics Center is a recognized
world leader in cradle-to-grave systems support,
encompassing hardware engineering, software
engineering, systems engineering, data manage-
ment, consulting, and much more. The division

is a Software Engineering Institute Software Capability Maturity
Model® (CMM®) Integration Level 5 Organization with Team
Software ProcessSM engineers. Their accreditations also include
AS9100 and ISO 9000. See <www.mas.hill.af.mil> for more
information.

Diane Suchan, 402 SMXG Director
The 402d Software Maintenance Group at the
Warner Robins-Air Logistics Center provides
combat-ready weapon systems, equipment, ser-
vices, and support personnel for the U.S. Air
Force. The center is a leader in systems engi-
neering, safety engineering, human factors engi-

neering, advanced design and manufacturing engineering, and
logistics engineering support. The center has responsibility for
the sustainment of the F-15 Eagle, C-130 Hercules, C-141
Starlifter, C-5 cargo aircraft, U-2 surveillance aircraft, all Air
Force missiles, all Air Force helicopters, and more. See
<https://www.mil.robins.af.mil> for more information.

Joe Jarzombek, Department of Homeland
Security – Director of Software Assurance
The Department of Homeland Security (DHS)
National Cyber Security Division serves as a
focal point for software assurance, as part of
ensuring the security of cyberspace, and works
closely with the private sector, academia, other

government agencies, and international allies to improve soft-
ware development and acquisition processes that will lead to bet-
ter quality and more secure software. DHS provides the public-
private framework for shifting the paradigm from patch manage-
ment to software assurance. See <www.us-cert.gov> and <https://
buildsecurityin.us-cert. gov/portal> for more information.

Announcing CrossTalk’s Co-Sponsor Team for 2007
Elizabeth Starrett

CrossTalk

CCrroossssTTaallkk still has one 2007 issue in need of spon-
sorship support. For more information about joining our
government leaders, please contact Elizabeth Starrett at
(801) 775-4158 or <beth.starrett@hill.af.mil>.

® Capability Maturity Model and CMM are registered in the U.S. Patent and Trademark
Office by Carnegie Mellon University.

SM CMM Integration and Team Software Process are service marks of Carnegie Mellon
University.

It is with great appreciation that I announce CrossTalk’s co-sponsors for 2007. The support from these leaders in
the software community makes it possible to provide CrossTalk at no cost to software professionals. This year, the
returning co-sponsors, including the Naval Air Systems Command, the three U.S. Air Force Air Logistics Centers’
Software Maintenance Groups, and the U.S. Department of Homeland Security welcome the Assistant Secretary of
Defense (Networks and Information Integration) – Department of Defense Chief Information Office. Please look for
their contributions each month in our From the Sponsor column found on page 3. Their organizations will also be high-
lighted on the back cover of each CrossTalk.
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The 2007 CrossTalk Editorial Board 
Elizabeth Starrett

CrossTalk

CrossTalk proudly presents the 2007 CrossTalk Editorial Board. Each article submitted to CrossTalk is
reviewed by two technical reviewers from the list below in addition to me, CrossTalk’s publisher. The insights from the
board improve the readability and usefulness of the articles that are published in CrossTalk. Most reviewers listed have
graciously offered their own time to support CrossTalk’s technical review process. We give very special thanks to all those
participating in our 2007 CrossTalk Editorial Board.

COL Ken Alford, Ph.D.
Bruce Allgood

Brent Baxter
Jim Belford

Dr. Alistair Cockburn
Richard Conn

Dr. David A. Cook
Les Dupaix

Sally Edwards
Robert W. Ferguson

Dr. John A. “Drew” Hamilton Jr.
Tony Henderson

Lt. Col. Brian Hermann, Ph.D.
Thayne Hill

George Jackelen
Deb Jacobs

Dr. Randall Jensen
Alan C. Jost
Daniel Keth

Paul Kimmerly
Theron Leishman

Glen L. Luke
Gabriel Mata

Paul McMahon
Mark Nielson

Mike Olsem
Glenn Palmer

Doug J. Parsons
Tim Perkins

Gary A. Petersen
Vern Phipps

David Putman
Kevin Richins

Thom Rodgers
Larry Smith

Elizabeth Starrett
Tracy Stauder

LTC John “Buck” Surdu, Ph.D.
Kasey Thompson

Dr. Will Tracz
Jim Van Buren

Dr. Rayford B. Vaughn Jr.
David R. Webb
Mark Woolsey
David Zubrow



From a software perspective, it is
important to understand two differing

models: one that reflects a software engi-
neer’s representation of a system in soft-
ware, and the devices and processes of the
actual system. At its core, software is a
model represented in terms of data struc-
tures and algorithms. Ideally, these con-
structs parallel something physical and do
so with a high degree of accuracy. The
reality is that software not only models a
physical construct but also contains its
own information (a meta construct of sorts)
to help manage that physical model. In a
simple example, a byte array may repre-
sent a message, but in the software model
there may be bookkeeping to track the
length of the array or a pointer to the
body of the message contained within the
array. These features are used to help man-
age manipulation of the byte array but are
not a part of the actual stream of bytes as
transferred over an interface.

Understanding the interplay between
hardware and software requires an under-
standing of not only the hardware but
the model used to represent it. This soft-
ware model attempts to represent the
actual hardware as closely as possible. For
the software, the hardware model is rep-
resented by target or memory maps,
interrupt handlers, addressing schemes,

board support packages (BSPs), and other
constructs. Throughout this article, these
will be discussed in a context that hope-
fully pulls together a generic view of a
hardware model from a software perspec-
tive. It is by understanding this view that
we understand how hardware and soft-
ware work together at their lowest levels.

Basic Concepts
There are some basic hardware features
that are simple yet commonly misunder-
stood by software engineers. If a soft-
ware developer can grasp the fundamen-
tal characteristics of bits, interrupts, and
addresses, they will have the building
blocks needed to understand how hard-
ware and software interface with each
other. The following discussion is gener-
ic due to the wide range of hardware that
is available, but explains concepts based
on common features and approaches to
current hardware.

Basic Concept:What Is a Bit?
To a software developer, a bit is a value –
usually thought of as 1 or 0 and abstract-
ed as on/off, true/false, or other para-
digms. In hardware, a bit is not only a
voltage level but is a voltage at a certain
time. In the hardware, a value of 1 is
assigned a certain voltage, and 0 is
assigned another voltage. As the voltage
levels change, there is a timing clock that
tells the hardware when to sample the
signal. Depending on the sensed voltage,
the hardware identifies the signal as being
either in a 1 state or a 0 state.

Graphically, consider the following for
the bit pattern of the letter V (decimal
ASCII code 86). In binary, this would be
represented as 01010110. This string of
bits can be depicted from both a software
and hardware view as shown in Figure 1.

In order to transition from the soft-
ware model to the physical model of
actual voltages, the hardware has timing
circuitry that cuts the voltage stream into
bits and identifies those bits. By putting
all three forms together, their relation

becomes a little clearer.
With this more integrated view, there

are other concepts that begin to come
into play. For example, the concept of
data rate is not just how many bits can be
transferred per second, but how fast the
timing circuit can create pulses so the
hardware is able to sense voltage levels
and, therefore, discretely identify bits as
shown in Figure 2. Grasping the concept
of a bit really is the key to understanding
most interfacing concepts and issues.

Basic Concept:What Is an Address?
An address, simply put, is the location of
something. From a software perspective,
addresses represent the placement of
various things: executable code, inter-
faces, interrupt handlers, data, etc. While
software typically treats an address as a
means of labeling, hardware uses
addresses to actually locate things –
whether it is where a wire connects to a
processor, where data is stored in memo-
ry, etc.

In many applications, actual addresses
are hidden through the use of identifiers in
source code, virtual addressing, and other
schemes; the point being that most appli-
cation software is not truly concerned
with the real address but just requires
access to the address. The closer the
implementation gets to the hardware,
however, the more important it is to know
where things are stored and to represent
that location with the actual physical
address. It is at this level that artifacts like
memory maps and BSPs become extreme-
ly useful.

Digressing for a moment, a memory
map can be thought of as an allocation of
memory regions. Throughout the possible
range of physical addresses, certain uses
of the memory can be assigned to one
region or another. The operating system
(OS) and application are either con-
strained or assumed to honor these alloca-
tions. A BSP is a special extension of a
memory map as it includes not only an
identification of the memory regions, but

Where Hardware and Software Meet:The Basics
Mike McNair

Science Applications International Corporation

Effective integration of hardware and software requires an understanding of fundamental concepts such as a bit, address,
and interrupt. Using these concepts in the context of protocols and applications is what makes an interface useful. This arti-
cle looks at these fundamental concepts from a software view and then applies them to simple applications where they can be
used to expand into other application domains and uses of hardware and software.
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Bit Pattern for the Letter V

Software View

Hardware View

Timing Pulse

Software View

0 1 0 1 0 1 1 0

Hardware View

Conceptual Voltage Levels

for the Letter V

0 1 0 1 0 1 1 0

0 1 0 1 0 1 1 0

Figure 1: String of Bits for Letter V



Where Hardware and Software Meet:The Basics

static data and code used by the underly-
ing OS to manage the application. Things
like maximum stack size for function calls
or device addresses can be found in a BSP.

Simplistically, memory is conceptually
divided into volatile and non-volatile
memory. Volatile memory (e.g., random
access memory) loses its contents when
there is no power while non-volatile
memory (disk drives, memory sticks, etc.)
has a means of preserving its contents
across power cycles. Of course, there are
various forms of each kind of memory.
When these are all interconnected in a
computer system, the overall range of
addresses (physical address space) grows.

From a software view, memory has to
be looked at as not just the type of mem-
ory (with its associated capabilities and
constraints), but also how that memory is
used. The OS usually manages memory
for high-level applications, but at a low
level it is important to understand mem-
ory type and memory use. In essence,
memory management is a manipulation
of statically allocated and dynamically
allocated memory regions (see Figure 3).
Statically allocated memory regions usu-
ally contain things like object code, inter-
rupt mapping tables, static data, etc.
Dynamically allocated memory regions
include data areas created during run time
– things like dynamically sized queues,
linked lists, and other similar constructs.

When a hardware device is accessed,
commands are sent to a specific address
associated with that device. The address-
es available for this are usually reserved
and protected from other uses by seg-
menting the memory into regions as
shown in Figure 3. Physically small
microprocessors can have as few as 10-15
pins; more capable, general-purpose
processors can have more than 100 pins.
Some of these pins are designated as data
lines and address lines. In the actual cir-
cuitry these lines are physically connected
to memory devices, system buses, device
controllers, and other system compo-
nents. It is through these connections
and the ability to specify addresses of
specific locations that devices can be
controlled and monitored.

Most things that can be manipulated by
software have an address. Of course, a spe-
cific piece of data has an address in memo-
ry. Likewise, hardware interfaces are known
by the address of their control and data
lines. The processor can be manipulated by
knowing the address of its registers.
Interrupt handlers must be placed at specif-
ic addresses. Think of knowing an address
as the key to controlling and using a device
or function in the computer system.

Basic Concept:What Is an
Interrupt?
Some interfaces do not transfer data but
instead are designed to transfer control
signals. Even in a simple RS-232 serial
interface, there is more on the cable than
just a stream of bits. Some of the indi-
vidual wires carry control signals. In the
hardware, these signals are designated
with voltages – just as with bits. The
change in voltage on these control wires
(transitions) act to signal an event. In
order for the hardware to notify the
processor that a transition has occurred,

it generates what is known as an inter-
rupt. As long as the sensed voltage does
not cross whatever the voltage threshold
is, there will not be an interrupt.

Using Figure 4 (see page 8) as a refer-
ence, consider what happens during the
handling of an interrupt. Within the
processor, an interrupt is generated when
the hardware senses a voltage transition –
usually through a control line (1 in Figure
4). When this control signal is sent to the
processor, the processor generally inter-
rupts some or all of its processing
(depending on the priority of the inter-
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rupt) in order to do something with that
signal (2 in Figure 4). Most OS allow for
the concept of an interrupt handler.
Since this signal enters the processor at a
particular physical address, there must be
a means of mapping the physical address
of the control signal to the address of an
interrupt handler (3 in Figure 4). The OS
then handles passing control from what-
ever code is currently being executed to
the interrupt handler by using a table
lookup that cross references the physical
address of the signal to the start address
of the interrupt handler code (4 in Figure
4). When the interrupt handler has com-
pleted its execution, the OS resumes exe-
cution of the interrupted code (5 in
Figure 4).

Because interrupt handlers truly inter-
rupt what a processor is doing, they are

usually written to be executed quickly.
Generally, an approach of temporarily
storing data or state and then exiting is
common. The longer an interrupt han-
dler takes to complete, the less time there
is for other processing within the com-
puter. At an application level, this can
have a tremendous impact on any time
critical processing. At a low level, it is
possible to have interrupts arrive at a
high-enough rate that if a handler takes
too long, the next interrupt will not be
handled. Should this happen, an event is
missed – possibly with corresponding
data. In a mission-critical system, either
changing critical processing timelines or
missing an interrupt can be disastrous.

Putting It All Together
Many real-world systems rely on software

controlling some hardware device
through an address or interrupt. With the
advancement of technology, many varia-
tions exist on these themes, but once
these basic concepts are understood, it is
relatively simple to expand the concept
into the new implementation.

As a way of bringing the simple con-
cepts in this article together, briefly con-
sider two examples: turning on a light
emitting diode (LED) and turning on a
motor. While these may seem uninterest-
ing, it is important to realize that an LED
can indicate whether power is applied to
a device, a weapon system is ready to fire,
or a strobe light effect can be achieved by
simply turning the LED on and off.
Likewise a motor can be used to control
the spin of media in a CD player, the
speed of a wheeled vehicle, or the arm of
a robotic device.

Example: LED Control
An LED is a simple device that only
needs power applied to it to turn it on
and power removed from it to turn it off.
Since a bit is actually mapped to a volt-
age, a very simple implementation for
controlling an LED would be to wire the
electrical interface to a specific address or
port on the processor where the control-
ling code is executing. By writing a 1 to
that port, the LED can be turned on; by
writing a 0 to that port, the LED can be
turned off. The port in this case can be
either an actual address or processor reg-
ister. Either way, the operations are sim-
ply achieved by writing a value to a spe-
cific location. By including a delay
between the ON and OFF writes and
placing the code in a loop, it is possible to
blink the LED at a desired rate.

Example: Simple Motor Control
For software to control a motor, there
almost always needs to be a hardware con-
troller that provides a somewhat intelli-
gent interface between the processor exe-
cuting the software and the motor itself.
As a result, the application does not talk
directly to the motor but instead talks
through a controller. Consider a simple
model of a motor that has these opera-
tions: set motor speed, set motor direc-
tion, get motor speed, and get motor
direction. The controller provides the
interface for actual control of the motor
in response to these simple commands. As
with an LED, the controller allows com-
mand messages to be written to a specific
address and return data (due to the get
commands) be sent at another address.

From within the application, the com-
mand to set the direction of the motor

Software Engineering Technology
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Figure 4: Handling of an Interrupt
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Figure 5: Retrieving a Current Value
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spin is achieved by sending the correct
command message to indicate direction.
Likewise, motor speed is achieved by
sending a command message with a
quantification of speed (maybe 1.255 for
a byte data field where 0 = stop).
Retrieving the current value of either of
these is achieved by sending the proper
command message and reading for the
returned value from the controller – each
usually at two different addresses as
shown in Figure 5.

Given these operations, an accelerator
pedal on an electric car, for example, can
be used conceptually like a joystick to
supply speed values to the motor. The
controlling software merely reads the
amount of pedal depression and converts
it to a value that is appropriate for the
motor controller. (Changing the vehicle
direction from forward to reverse could
be a button that the software reads the
state of and then sends an appropriate
motor command to the motor con-
troller.) For the operator of this vehicle, a
separate task can periodically read the
value for motor direction and motor
speed, scale the speed as needed to map
it into the appropriate units (km/hr), and
display the result to an operator.

Making It Happen
A key piece to implementing low-level
interfaces is the support provided by the
processor, OS, and development environ-
ment. Processors will vary in terms of
address width (8 bit, 16 bit, 32 bit, etc),
addressable memory range, number of
registers, and number of interrupt lines
(etc.), where these are in addition to char-
acteristics like processor speed, cache
size, and physical memory. Each of these
characteristics must be matched up to
overall system performance, number and
type of external devices, and other con-
siderations.

In Conclusion: Expanding the
Applications
In order to facilitate the management of
low-level interfaces to devices, a set of
code is written to encapsulate and handle
the nuances of the interface and device.
This abstraction is referred to as a device
driver. To its applications, a device driver
presents a set of operations to control
and manage the device, but many times
actually communicates with the con-
troller of the device and not the device
itself. At its lowest levels, a device driver
handles the intricacies of handling inter-
rupts, formatting and parsing command
messages, providing sequencing as

required, and performing other device
specific activities. A device driver is sim-
ply a device or interface manager that is
built on the manipulation of bits,
addresses, and interrupts.

The simple concepts of bit, address,
and interrupt cover most types of hard-
ware/software interfaces at a low level.
Overlaid on these low-level constructs
are various protocols (message and com-
munication protocols, Universal Serial
Bus, and other device and application
specification paradigms) to control more
sophisticated coordination on both sides
of the interface. Even though the addi-
tion of protocols presents complication
to the implementation of the interface,
the interface itself is fundamentally rep-
resented in terms of control (signals and
interrupts) and data (streams of bits and
addresses).u

Additional Reading
1. Embedded.com <www.embedded.com>.
2. Programmer’s Heaven <www.program

mersheaven.com/zone7/index.htm>.
3. Device Software Optimization

<https://dso.com>.
4. Heath, Steve. Embedded Systems

Design. 2nd edition. Newness, June
2002.
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The President’s Office of Management
and Budget (OMB) has asked federal

agencies to use a project management dis-
cipline known as EVM as a strategy to
avoid costly IT failures. Other than within
the Department of Defense (DoD), EVM
is not well understood by federal agencies
[1]. OMB issued its EVM policy guidelines
in two memos issued in August 2004 and
August 2005. In addition to requiring fed-
eral agencies and their contractors to use
EVM for managing all major IT projects,
the OMB established new reporting
requirements. Agencies must include EVM
data when they submit Exhibit 300s, docu-
ments in which they present their business
cases for major IT projects. The OMB
requires agencies to use EVM to calculate
and report each project’s estimated total
cost and completion date.

While EVM is an effective and useful
project management tool, there are con-
straints within the organizational environ-
ment of the federal government that
impede a smooth implementation of
EVM.

Federal Chief Information
Officer (CIO) Council
Framework
In December 2005, the federal CIO
Council released “A Framework for
Developing EVMS Policy for IT Projects”
[2] to assist agencies in developing their
EVM policies as required by OMB
Memorandum M-05-23 [3] for major IT
projects. The guidance states the following:

EVM is a project management
control tool allowing visibility into
technical, cost and schedule plan-
ning, performance, and progress
for major IT projects. EVM not
only encourages contractors to use
effective internal cost and schedule

management control systems, but
also provides the manager with
timely and consistent cost, sched-
ule, and progress data. The imple-
mentation of an EVMS ensures
that cost, schedule, and technical
aspects of the contract are truly
integrated and estimated, and actu-
al progress of the project can be
identified. [4]

EVM Basics
Program managers (PMs) should manage
project cost and schedule performance
measurements as integrated elements and
not as separate entities. If the budget
spend plan shows the project over-spend-
ing and the project schedule shows mile-
stones slipping, the PM may know they
might be in trouble but may have no way
to make a quantitative assessment of how
bad the trouble is. EVMS solves this prob-
lem by providing an accurate picture of
spending and accomplishments related to
a baseline plan. This enables the PM to
quickly form conclusions about the pro-

ject team’s staffing levels and productivity,
as well as giving insight into areas of the
work breakdown structure where the
problems occur.

EVM compares the following three
pieces of information:
1. How much work you planned to have

accomplished until now (in dollars or
hours) is called the Planned Value (PV).

2. How much you have actually spent
until now (in dollars or hours) is called
Actual Cost (AC).

3. The value, in terms of your baseline
budget, of the work accomplished
until now (in dollars or hours) is called
the Earned Value (EV).

The first two pieces of data are compared
to the EV in terms of differences result-
ing in variances and ratios resulting in per-
formance indexes.

Basic EVM calculations involve differ-
ences or ratios with respect to EV:
1. The difference between EV and your

plan (PV) is Schedule Variance (SV).
SV = EV - PV.

2. The difference between EV and your
spending (AC) is Cost Variance (CV).
CV = EV - AC.

3. The ratio of EV to plan (PV) is your
Schedule Performance Index (SPI).
SPI = EV/PV.

4. The ratio of EV to cost (AC) is your
Cost Performance Index (CPI). CPI
= EV/AC.

Positive variance is favorable and negative
is unfavorable. Having an EVM perfor-
mance index that is greater than 1 is favor-
able, and less than 1 is unfavorable.

CPI is a reading on productivity and
SPI is a reading on progress. If there is
good productivity and slow progress, then
the project is understaffed. If there is low
productivity, then either the project has
too much unplanned work or the project
manager may have estimated poorly and
the project has more work content than
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Earned Value Management Systems (EVMS) are frequently required on government Automated Information System
programs. When implementing EVM, especially for the first time, agencies should train their key managers not only in
the EVM process but also in the behaviors and management styles required to avoid major problems that can result from
the implementation. While EVM is a useful project management tool, implementing EVM will not solve all the chal-
lenges in achieving project goals. Furthermore, given the funding and selection processes for programs, first time EVM
implementation can introduce a whole new set of program management challenges. Based on their experience with infor-
mation technology (IT) and aerospace projects, the authors identify potential difficulties and risk mitigation strategies to
counter those potential difficulties. 
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Savvy Services Inc.

LTC Nanette Patton 
Office of the Surgeon General

“If the budget spend
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project schedule ...
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previously thought.
That is the essence of EVM; the rest

are details.

DoD EVM Applicability
The DoD has been using cost and sched-
ule controls on aerospace and defense
projects since the mid-60s. In the Office
of the Under Secretary of Defense
(Acquisition Technology and Logistics)
policy memorandum dated March 7,
2005, the DoD revised its EVM policy to
streamline, improve, and increase consistency in
EVM implementation and application [5].
The DoD requirement for EVM applies
to cost or incentive contracts, subcon-
tracts, intra-government work agree-
ments, and other agreements that meet
the dollar thresholds prescribed (see
Table 1). This memorandum requires the
Table’s application thresholds (total con-
tract value including planned options in
then-year dollars [TY$]).

Although EVM is not required on
contracts, subcontracts, intra-govern-
ment work agreements, and other agree-
ments valued at less than $20 million
(total contract value including planned
options) and/or less than 12 months in
duration including options, PMs have the
discretion to implement an EVMS. If
implemented, the PM is required to con-
duct a cost-benefit analysis. The purpose
of the cost-benefit analysis is to explain
the rationale for the decision to require
cost/schedule visibility in the contract
and to substantiate that the benefits to
the government outweigh the associated
costs. If the value of a contract is expect-
ed to surpass $20 million or last longer
than 12 months, acquisition guidelines
suggest that the PM should consider
imposing an EVM requirement on the
contract.

The Defense Acquisition Guidebook
discourages the application of EVM on
firm-fixed price contracts, subcontracts,
intra-government work agreements, and
other agreements regardless of dollar
value [6]. If knowledge by both parties
requires access to cost/schedule data,
the first action is to re-examine the con-
tract type (e.g., fixed price incentive).
However, in extraordinary cases where
cost/schedule visibility is required and
cannot be obtained using other means,
the PM is required in accordance with
acquisition guidelines to obtain a waiver
for individual contracts from the
Milestone Decision Authority (MDA)1.
In these cases, the PM is required to
conduct a business case analysis that
includes rationale for why a cost or fixed
price incentive contract was not the

proper contracting vehicle. When appro-
priate, the business case analysis should
be included in the acquisition approach
section of the program acquisition strat-
egy (see Figure 1).

However, the Federal Acquisition
Regulation (FAR) council issued a rule in
July 2006 that went into effect in August
2006 and gave federal agencies broad dis-
cretion in determining when and how to
use EVM [7]. The council noted that agen-
cies have significant discretion in determining the
size and complexity of projects that meet the crite-
ria for a major acquisition set by the agency [8].
While the council determined agencies

could set their own dollar thresholds under
this new rule, they also stated, it is not appro-
priate to exclude certain contract types from
EVMS requirements in the FAR. In accordance
with OMB Circular A-11, Part 7, EVMS is
required for major acquisitions for development
regardless of contract type [8]. The DoD allows
exemptions. The Defense Federal
Acquisition Regulations Supplement
(DFARS) has its own proposed rule on
EVM. That rule was published in January
2006 and was open for public comment
until late March [9]. The DFARS proposed
rule, which would be subordinate to the
FAR rule, is now under review.

Contract Threshold Requirements
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Figure 1: Decision Process for EVM Application
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Table 1: DoD EVM Thresholds and Requirements



Software Engineering Technology

The Challenges of EVM in Practice
As federal agencies learn how to apply
the principles of EVM to manage IT
projects, they have encountered obstacles
and challenges. Some of the challenges
are related to the suitability of EVM
itself to IT projects. Some of these chal-
lenges are cultural in nature as most
experts say EVM cannot help agencies
that cannot accept bad news. The experts
say EVM is most valuable if agencies use
it to help people learn from their mis-
takes rather than to punish them.
Nevertheless, the fear of punishment
must be addressed. Change management
becomes a difficult aspect of bringing
EVM into an agency in order to keep
employees involved and ensure appropri-
ate use of the EVM system. Some of the
challenges are related to putting the
infrastructure in place to support the
EVMS process. It takes a lot of commit-
ment and effort to get tools and systems
in place and integrate them with other
existing systems to generate the data and
timely reports required.

Cultural/Perceptual
Challenges
In theory, the EVMS enables PMs to track
money spent on a project as well as mea-
sure the work accomplished against that
cost and the schedule in a near real-time
status. However, this theory does not
always translate well in an actual project
management setting. Speculations as to
why EVMS may be ineffective include the
following ideas:
• Lack of senior management support.
• Little understanding of EVM method-

ology as it pertains to software versus
hardware and the accompanying belief
that IT projects are not measurable
and therefore EV cannot be applied to
those projects [1].

• The need for employees trained in the
concepts and methodologies.

• The perception that EVM is burden-
some and somewhat costly to imple-
ment [10].

• The perceived questionable cost bene-
fit of applying EVM to already bud-
geted IT projects [11].

• The perception that EVM measures
the quantity but not the quality of
work performed [1].

• EVMs underlying assumption that
problems derive from poor project
execution rather than inadequate pro-
ject planning [1].

Depending on how deeply ingrained these
perceptions are and the knowledge of the
workforce on EVMS concepts, the PM
will have to address these cultural issues.

Budget and Contracting
Challenges
In applying EVM, having a realistic base-
line is critical. However, in the federal
arena, there are several systemic realities
that can introduce errors to the baseline
from the very beginning.

The process for creating the initial
funding estimate can introduce errors.
Developing a baseline budget is usually
dependent on having experience with
previous projects of similar type, size,
and scope. In today’s DoD IT environ-
ment in which we are trying to develop
architectures with complementary infos-
tructures2 that support net-centric opera-
tions, we are venturing into uncharted
territory in which we are pursuing project
objectives that have not been achieved
before in terms of technology, size, and
scope. Furthermore, the initial budgetary
funding estimate is usually based on well
intentioned, but nevertheless best guess
assumptions about how much change or
rework is likely to occur as requirements

are clarified during the design phase and
hence how much cost and schedule risk is
associated with the new program. This
budgetary estimate is then overly con-
strained years too early in the Planning,
Programming, Budgeting, and Execution
(PPBE) process to secure adequate fund-
ing. In the PPBE process, requirements
are identified years before a budget is
prepared and submitted. These require-
ments are expressed in the Future Year
Defense Program. The planning cycle is
shown in Table 2.

Given the rapidly changing environ-
ment of technology, the estimates are
often too low. Because the budget is con-
strained by the PPBE process, the pro-
gram is already in potential jeopardy
before arriving in the request for proposal
(RFP) stage.

The budgeting issue often escalates
during the RFP stage. Contractors often-
times base their proposal estimates using
historical actuals with inflation factors
built in for time and manpower. However,
since not reporting overtime is a common
problem, these so called actuals often do
not reflect all hours truly expended on dif-
ficult tasks in past projects. Furthermore,
the accuracy of the historical data is also
dependent on whether or not progress was
tracked and reported on a daily basis and
many organizations are challenged by the
lack of an automated time-reporting sys-
tem. All of which can result in underesti-
mating the duration of tasks that are then
used to generate the project cost estimate.

If the contractor bases their proposal
on the budget allowance knowing that it
cannot be met, then they may be relying
on making up the shortfalls later on in
their negotiations for requirements
changes. The negative implications of
underbidding based on a budget allowance
can further be compounded after the con-
tract is awarded. In this case, the contrac-
tor may implement the program at the
funded/proposed amount and then
reduce all the budgets by 10 to 15 percent
to create a management reserve in time
and budget to allow for the unexpected.
Ideally, the contractor would have acceler-
ated the schedule to create a schedule
reserve and shorten the length of the pro-
gram to fund the budget reserve.
However, contractors are often unable to
accelerate the schedule because sufficient
funding (or personnel) is unavailable to
support an earlier schedule.

Program Execution Challenges
Program execution comes with many chal-
lenges with technology, staffing, schedules
and budgets. One of the biggest chal-
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lenges is to react to changes, such as
requirements creep, without losing control
of the program.

When changes or problems surface
that require a modification to the sched-
ule, adjusting the program baseline can
pose a real challenge. There are several
reasons for this. For the contractor, a
change request must be internally coordi-
nated to check feasibility. It is often a chal-
lenge to gather all the required people to
analyze the impact of the change within
the project and across other projects to
determine if the staffing available can sup-
port the revised plans. Once the contrac-
tor has developed a new baseline with the
change, the contractual process will create
a lag. It can take weeks or months to get a
change request approved. Scope and
schedule changes often require coordinat-
ing handoffs between several organiza-
tions before agreeing on new delivery
dates. Since it is unusual to stop a program
while you are re-baselining, the project
team continues to track against the origi-
nal baseline that is in reality obsolete while
the approval process is taking place.
Continuing to track against an obsolete
plan impedes effective management
because true priorities become lost which
can then lead to the misallocation of
resources.

In order to validate that the program
can be completed within the contract
requirements, EVM system descriptions
require a schedule. The larger programs
typically require a schedule with logical
ties between the tasks (often a critical path
method schedule) as opposed to the simpler
schedule without links between the tasks.
The PM can base the program network
schedule on the resources available or
assume that management will get the
resources in time for the program to be
successful. Neither approach is ideal since
the non-availability of the right resources
can delay the program and even a schedule
that uses resource allocations to determine
the durations makes assumptions about
the availability of resources needed in the
future. In addition, program contract lead-
ers have to develop program plans around
the available funding constraints in terms
of both amount and timing of cash flow.
Lack of sufficient funding prevents con-
tractors from developing schedules opti-
mized for best cost, schedule, or resource
availability and thereby results in a more
inefficient plan.

Recommendations
At the Strategic Level
If the true intent of OMB’s implementa-
tion of EVM is to better manage IT pro-

jects’ cost, schedule, and performance to
maximize benefit for the taxpayer dollar,
then the entire operating environment in
which EVM is implemented will need
transformation as well. EVM can track
progress of a project, but it cannot solve
the underlying systemic issues that created
an underfunded/underbid project budget
that inadvertently puts the project at high
risk from the outset.

Agencies can take steps to practice
more realistic project portfolio manage-
ment in order to identify duplication of
effort in attempts to gain desired capabili-
ties. This would promote cross leveling to
enable more adequate funding of projects
that remain in the portfolio. Agencies can
also leverage system engineering tech-

niques to divide the project into smaller
parts to enable a more agile response to
changes.

Because agencies must meet 90 per-
cent of agency goals for cost, schedule,
and performance in order to achieve green
on the President’s Management Agenda
scorecard, there will be cultural pressure
to view the EVM process as a contractual
requirement that is administered with
audit-like rigor by the review teams.
Accommodating extensive government
certification reviews, collecting and array-
ing data in prescribed categories, and
preparing detailed reports requires time,
effort, and cost to the government and
can draw some of contractor engineering
resources away from program execution.

Efforts should be made to counter this
cultural pressure to ensure that tailored
EVM requirements remain tailored and do
not become overly cumbersome. The
Government Accounting Office (GAO)
found that commercial firms that use EV
systems produce reports more frequently,
more quickly, and in less detail than tradi-
tionally found in the DoD [12]. The focus
should be on the information the EVMS
is communicating and less on the presen-
tation itself. This will enable program
management to identify the areas that
need program management attention and
develop corrective actions needed to
achieve program success.

At the Organizational and Project Levels
All levels of program management (over-
sight, management, and execution) need
to understand the principles of EV, but
more importantly they need to under-
stand human behavior. A good PM will
anticipate reluctance and will prepare to
employ savvy political strategies to solicit
buy-in. By emphasizing that the EVMS is
aimed at improving the overall program
progression to successful completion on
time and on budget and by understanding
the impacts of their behavior, manage-
ment can positively influence the team to
do their best. However, the PM must be
realistic and cannot deny the challenges
of implementation with the team.

In overcoming those challenges of
implementation, training is key. This
training must include the oversight
authorities. This will help them under-
stand and trust the signals that the
EVMS is sending so they respond in a
timely manner when issues are raised
such that the situation does not become
unrecoverable. Training in the concepts
of EV should include practice in devel-
oping project schedules with different
styles of work breakdown structures
(execution oriented vs. product oriented)
to demonstrate which orientation style
works best when changes occur and what
level of detail to plan. Too much detail
makes the system burdensome – too lit-
tle and it lacks credibility. In developing
these work breakdown structures, pro-
ject members should acknowledge and
anticipate that later life-cycle activities,
such as testing, will have different
cost/schedule variances than earlier life-
cycle activities. The goals of effective
program execution need to be empha-
sized during the training. Questions to
answer during the training sessions
might include the following:
1. If work is tracked at a high level, can

the details be used to sum up to the

“The negative
implications of

underbidding based on
a budget allowance can
further be compounded

after the contract is
awarded. In this case,
the contractor may

implement the program
at the funded/proposed
amount and then reduce

all the budgets by
10 to 15 percent ...”
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total? If not, how can the high-level
work completed be assessed?

2. How will the plan work in practice?
3. What happens if the plan changes?  
EVM requires truth telling [13]. It often
involves reporting contentious facts, deliv-
ering bad news, and sharing difficult feed-
back. Some areas in which interpersonal
relations training may help the team are
the following:
1. Communications.
2. Leadership.
3. Active Followership.
4. Emotional Intelligence.
Once the team has been trained, then the
PM must create and diligently maintain a
culture of execution. Strategies to accom-
plish this might include the following:
• Celebrating success. People respond

to positive reinforcement. When the
team’s efforts result in a big win for the
project, celebrate! Celebrating success
builds team spirit and encourages
repeat performance. Make sure the
success is public knowledge. Share it
with the entire organization, if possi-
ble. Making public heroes out of those
responsible for the success is likely to
encourage others to strive for their
chance in the limelight.

• Being a role model. The PM must
personify the principles of the EVM
process in every interaction. If you do
not practice what you preach, how can
you expect it of your team? Speaking
candidly, insisting upon realistic infor-
mation, focusing on results and being
actively involved in the success of the
project makes the PM a great role
model for the project team. When the
team submits undesirable, but realistic
numbers, the PM must remain cool.
Candid communication and realistic
information are cornerstones of an
EVMS. PMs must remain calm and
then try to find out what happened
and how the project can be brought
back on track. The PM must be acces-
sible and available to the team on a
regular basis.

• Encouraging appropriate behavior.
EVM in action is not always easy.
Speaking candidly and using realistic
data comes with risk. The PM can
encourage the team to do so by prais-
ing them when they are bold enough
to present realistic numbers, even
when doing so makes them and the
project look bad. Acknowledge them
for speaking their minds and commu-
nicating project challenges.
Organizational leaders and PMs must

keep in mind that what you measure is
important – what you pay attention to and

focus on tends to get reinforced whether
or not it enhances project progress.
Counting missed milestones and focusing
on the negative can result in an overem-
phasis on doing tasks on time against a
plan that may be out of date. If the pro-
gram only measures missed milestones
instead of keeping the emphasis on the
final goals (focusing on the positive), near
term tasks may receive a disproportionate-
ly high priority to increase the number of
tasks completed. However, the best
approach for the long term may have been
to miss some near-term tasks to take
advantage of resources available now but
which another program will require at the
same time if the tasks are performed in
the order of the original plan. If innova-
tion and creativity are stifled because of a
culture that punishes managers who have

EV variances, the goal of improved pro-
gram execution by implementing EVM
will not be met.

Making EVM Work for You and
Your IT Project
One sociological definition of technolo-
gy is a set of standardized operations which
yield predetermined results [14]. The more
likely predetermined results occur, the
stronger the technology. Developing
software does not have the predictability
of outcome as manufacturing processes
do. Many people would argue that devel-
oping software programs and informa-
tion systems is just as much art as it is sci-
ence. While style guides can be imple-
mented to maintain some consistency,
two different programmers can still
approach the same requirement very dif-
ferently obtaining the same results via
very different coding paths. Predicting,
replicating, and standardizing those
thought patterns that created those cod-
ing paths is very difficult. As such, apply-

ing EVM can be more challenging in IT
projects. Nevertheless, most experts
today agree that EVM is suitable for
managing major IT projects [1].

With this in mind, PMs should careful-
ly consider exercising their discretion in
applying EVM. Ultimately, the decision
will largely be subjective based on how the
cost-benefit analysis is conducted.
Therefore, the value the PM gets will be
determined by how EVM is implemented,
taking care to avoid unnecessary cost dri-
vers, such as the following:
• Lengthy systems descriptions of EVMS

[15].
• Written variance analysis at the control

account level [15].
• Over-specified work breakdown struc-

ture [15].
• Over- or under-compensating for in-

evitable planning errors [16].
Fleming and Koppelman offer sound
advice in the June 2006 issue of Cross-
Talk on how to pragmatically obtain the
benefits of EVM using simple EV without
overtaxing the project team [17].

Tracking project progress should be a
continuous activity where data is collected
as the activity occurs. Thus when EVM is
optional, PMs should seek as close to real-
time data as possible directly from the
contractor in whatever format the con-
tractor uses, as long as the format remains
consistent and the data is accurate and
verifiable.

The following set of questions can
assist a PM in developing a tracking and
measurement program:
• What visibility do you have in terms of

resources, time, and cost?  
• What can you track and measure?

How often can you do it?
• Who sets the standards for perfor-

mance?  How realistic are they?  How
clear are they? Do these standards con-
tribute to project goal achievement?

• How often do you need to report and
to whom?  How long does it take to
prepare the reports?

• What performance variance is accept-
able?  At what level of variance is
action required?

• What rewards and penalties are avail-
able?  

• What is the criticality of the system
being developed?

• What is the critical path for the system
being developed to be operational?

A good PM knows metrics are just one of
many tools of the project management
tool set. When a healthy balance and per-
spective is maintained by using EVM as a
management tool rather than a financial
report card that supersedes all other
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tools, the benefits of EVM become more
apparent.

Given the imperfect world in which
we operate in the DoD and the federal
government, can EVM by itself achieve
the goal of avoiding costly IT failures?
Probably not. EVM will not prevent
requirements creep or contractors under-
bidding projects based on budget
allowances, or poorly planned projects.
However, by managing its adoption
through cultural modifications and train-
ing, it is a step in the right direction.u
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Notes
1. The MDA’s primary responsibility is to

make decisions on whether the pro-
grams should be initiated and whether
they should proceed through the vari-
ous phases of the acquisition life cycle.
At each major decision point, the
MDA must determine whether the
program, or a key increment of the
program, should be terminated, modi-
fied, or approved to proceed.

2. Infostructure is an Army Network
Enterprise Technology Command
term used to describe the enterprise-
managed IT infrastructure that is part
of the Global Information Grid.
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Computer networking and security is an
important concern in most countries,

including developing nations like Vietnam.
While the Vietnamese economy is under-
developed compared to Southeast Asia as
a whole, its information technology infra-
structure is growing rapidly. However, its
developing economy and new technolo-
gies have introduced issues and concerns
(e.g., computer engineering, network secu-
rity, software engineering, and e-com-
merce) that are being addressed today by
policy makers. This article provides an
overview of the Internet infrastructure
deployment activities and the evolution of
computer security policies in Vietnam
from 1997 to the present.

The Vietnamese government has
been focusing on improving the informa-
tion communication technology (ICT) of
that country in order to keep up with
other parts of the world. The govern-
ment is actively supporting specific activ-
ities such as encouraging public and pri-
vate sectors to participate in the deploy-
ment of the Internet; increasing invest-
ments by foreign ICT companies; adopt-
ing new, modern technologies; and stimu-

lating domestic research. Initially howev-
er, development of ICT was not a gov-
ernmental priority and caused the
Vietnamese ICT industry to lag behind
their southeast Asian counterparts. It
took nearly five years – from 1997 when
Vietnam obtained its first international
Internet connection until 2002 – for the
government to recognize the potential of
ICT. The Ministry of Posts and
Telematics (MPT), the highest technolog-
ical government organization, was estab-
lished in 2002 and began drafting policies
and regulations designed to exploit this
technology for economic and industrial
use and to incorporate the Internet into
Vietnam’s cultural landscape. According
to the MPT, growth of ICT in Vietnam is
projected to keep pace with other coun-
tries in the region such as China,
Singapore, and Korea and to be on par
with the West by 2010.

Initial Development of the
Internet in Vietnam
This section presents the development of
ICT and the impact of the Vietnamese
government’s policies (or lack thereof

from 1997 until 2005) on the deployment
of ICT from 1997 onwards.

Roadblocks to Development
Early efforts to provide Internet service in
Vietnam had to overcome several road-
blocks. For example, in 1991, negotiations
between an Australian university and the
Hanoi Institute of Information Technol-
ogy (the governmental organization deal-
ing with networking problems in 1990)
were unsuccessful. In 1996, the Vietnam
government decided to delay the imple-
mentation of the first international
Internet connection for general, non-gov-
ernmental use because of a perceived lack
of suitable rules and regulations required
to control the new technology. In
December of 1997, after the government
issued a flurry of decrees and resolutions
outlining how the Internet was to be used
and controlled, Internet service providers
(ISPs) were permitted to offer commercial
Internet access [1, 2].

As illustrated in Figure 1, the growth
rate in the number of subscribers was
more than 100 percent each year.
However, there were only approximately
100,000 subscribers and only 200 leased
Internet lines in 2001, indicating low
Internet usage by businesses and educa-
tional institutions. This was primarily
because the government favored estab-
lishing regulatory control of the Internet
through government-owned companies
versus promoting a competitive market
comprised of private companies. As a
result, there were only four ISPs in
Vietnam. Of these, Saigon Postel
Corporation was the only private compa-
ny. Furthermore, only the government-
controlled Vietnam Data Communication
(VDC) company was permitted to provide
international connectivity [2, 3]. In 2001,
the total international bandwidth through
VDC was approximately 34 Mbps.

The initial Internet infrastructure was
designed to accommodate e-mail and Web
services over dial-up and leased lines with-

Challenges of Internet Development in Vietnam:
A General Perspective

This is a report on the evolution of a robust internet infrastructure in the developing nation of Vietnam. Given Vietnam’s
history and its evolution under communist rule, readers may be interested to now learn about Vietnam’s Internet evolution
and its concern with security, government control, and long-range plans. While significant progress has been made through-
out the nation, much remains to be done. The material for this article was gleaned from Vietnamese documents and open
source materials. 
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out concern for modern services such as
high-speed and wireless Internet access
and high-quality multimedia applications.
This made deploying and applying new
services, such as video-on-demand and
distance learning relatively difficult [4].
The notion of quality of service became a
concern towards the end of 2001, after
public complaints related to lack of speed,
stability, security, flexibility, and general
services began to surface.

Topology and Structure
The overall network was designed central-
ly by the government to have a dual-lay-
ered architecture. The upper layer, called
the Internet Access Point (IAP), is direct-
ly controlled by the government. The
lower layer, called the Internet Service
Point may be controlled by commercial
entities. All network providers must follow
and implement this architecture. The lay-
ers are described in detail as the following:
• IAP. The IAP layer provides the inter-

face between the domestic network
and the Internet at three main access
locations: Ho Chi Minh City, Hanoi,
and Danang. The IAP was designed to
operate as a high-performance nation-
al core network. The main function of
the IAP is to route all incoming and
outgoing traffic between the outside
Internet connections and the lower
service point layer. The IAP layer also
implements a cache system to increase
the flow of incoming traffic and a fire-
wall system to filter incoming and out-
going traffic.

• Internet Service Point. At least 57 of
Vietnam’s 61 large towns and cities
must be covered by this layer, accord-
ing to government policy. Typical
Internet services, such as e-mail, Web
page, and value-added services are
provided at this layer. A firewall system
is also placed at this layer to protect
the national network and is managed
by the IAP.
The information content services pro-

vided to users depend on the capabilities
of individual ISPs. These services are clas-
sified into the following two groups for
security management: content services
and financial services. Content service
includes popular services such as the
Domain Name System, proxy, File
Transfer Protocol servers, chat, Web,
news, e-mail, and directory. Each service is
required to have at least one protection
system which is separate from the protec-
tion systems of other services. Two inde-
pendent firewall systems are installed to
manage control between content services
and financial services. Financial services

are separately operated and administered
in order to provide enhanced security and
reliability.

Although the IAP served as the core
of the national network and its security
was supported by an extensive firewall sys-
tem at each node, the system was still sub-
ject to vulnerabilities. In 2002, concerns
were expressed within the government
over the possibility of private entities
establishing international connections
outside of direct government control (e.g.,
via satellite links). Furthermore, it was
becoming evident that the current archi-
tectural and control structure was not con-
ducive to the rapid expansion of Internet
activity (there were still just four main
providers of Internet service).

Modernization of 
Vietnamese ICT
In 2002, the MPT was created as the single
agency responsible for Internet develop-
ment and control in Vietnam. Today, the

MPT remains the highest level government
organization that regulates and administers
the development of Vietnam’s ICT.

Modernization Initiatives
The MPT has initiated significant actions
in order to improve Vietnam’s ICT and to
promote technological development. The
initiatives include the following:
• Developing and implementing a plan

for developing Vietnam’s Internet ser-
vices [2] with the following three
objectives: 1) to promote the deploy-
ment of high quality Internet connec-
tivity in all economic, cultural, social,
security, and defense activities at a cost
comparable to those of other coun-
tries in the region; 2) to develop the
national network infrastructure into an
application environment conducive to
all forms of online services (e.g., trade,
administration, finance, banking, mass

media, and education); 3) to create a
competitive environment for public
and private enterprise in terms of pro-
viding Internet exchange services,
access services, and online services.

• To integrate the national data network
with the networks of commercial
providers while allowing the govern-
ment to manage and regulate control at
a high level [5] and to supplement and
modify the regulations that had been in
place since 1997 as necessary [2].

• To regulate and apply the latest tech-
nologies for public use and to provide
these technologies at the highest level
of quality. Today, ISPs must obtain
quality certificates from the Depart-
ment of General Post and Telecom-
munications, must abide by certain ser-
vice parameters, and must provide
quarterly reports of service to the gov-
ernment.
Government oversight has helped

usher in a new period of ICT develop-
ment in Vietnam. Currently there are four
IAPs (two of these are private enterpris-
es). As Figure 2 (see page 18) illustrates,
the number of ISPs has increased from
four in 2002 to eight in 2005 (four of
these are public enterprises). Additionally,
a large number of Internet content
providers have been granted a license to
operate. Although government-controlled
ISPs still maintain a majority of the
national ICT market, Internet use in
Vietnam is growing as illustrated by the
following statistics from 2005:
• Number of Internet users: 8,560,799.
• Internet users as a percentage of the

national population: 10.31 percent.
• International connectivity bandwidth:

2,997 Mbps.
• Number of domain names assigned

(.vn is the top-level domain for
Vietnam): 12,611.

• Number of IP address assigned:
607,744.

Modern Internet Infrastructure
The government has also proposed the
New Generation Network (NGN) as the
standard for the modern national network
infrastructure. The backbone layer of this
model is organized into the following two
levels:
1. National core backbone. Using

multi-protocol label switching technol-
ogy for switching between the three
main nodes at Ho Chi Minh City,
Hanoi, and Danang, this level serves as
the core national network. For this rea-
son, it must guarantee gigabyte switch-
ing speed, high-level security, extensi-
bility, and recovery functions.
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2. Regional backbone. This level
receives and forwards all traffic trans-
ferred between end-users and the
national core backbone network. As an
intermediate level, it must also guaran-
tee security, stability, and congestion
recovery during periods of peak usage.

Flexibility to enable interconnection of
networks from disparate segments of the
Vietnamese Internet markets (e.g., ISPs,
universities, banks, and mass media) has
been the central goal of the NGN stan-
dard. This is in direct contrast with the
closed, non-standard, small scale, network
infrastructure with poor quality and secu-
rity that was initially deployed between
1997 and 2002.

Network and Computer
Security Concerns
The appearance of the first Vietnamese
hackers in 2001 did not initially cause con-
cern among the ISPs and financial institu-
tions [7]. However, the Vietnamese gov-
ernment began to take notice of security
vulnerabilities when hacker groups dis-
cussed the vulnerabilities of Vietnam’s
Internet infrastructure on a large scale in
2002 [8]. In a workshop in November
2002, Vietnamese hackers provided evi-
dence of their penetrations into important
systems such as the billing systems of
Hanoi Telecom Company (the largest
local provider of telephone lines) and the

VDC Company (the national ISP).
Furthermore, more than 80 percent of the
Web site for domestic companies (e.g., The
Bank for Foreign Trade of Vietnam, a large
Vietnamese bank) had been penetrated.
This workshop and additional security
problems from domestic hacking  from
2001 to 2003 influenced the government to
make internal networks more secure. In
June 2004, the government formally intro-
duced a directive for the assurance of safe-
ty and security for postal, telecommunica-
tion, and Internet information [2]. This
directive focused on the following three
main points:
• The guarantee of information and

communication for the party, state
agencies, and the armed forces.

• Controls on the procurement of
equipment needed to safeguard postal
and telecommunication networks and
all functions under their management
control.

• Halting ICT services in coordination
with the Ministry of Public Security
during instances of national violence or
riots, and when the use of postal,
telecommunication, and Internet ser-
vices threaten to infringe upon national
security is detected.
In reality, not all providers are qualified

to meet the security standards issued by
the government that the public and pri-
vate national network providers are
expected to follow. Furthermore, certain

providers also ignore security standards
when required in order to improve the
performance of their networks.
Therefore, instead of striving to com-
pletely satisfy the government’s security
requirements, most providers comply as
best they can. Because of this, resolving
computer security and information assur-
ance problems is still a major challenge
faced by Vietnamese ICT officials,
providers, and users.

Another roadblock to secure comput-
ing in Vietnam is the lack of personnel
trained in computer and network security.
In an effort to improve its software devel-
opment capability (using India as a
model), the Vietnamese government has
focused on producing software engineers.
The training of personnel and research
and development of security engineers in
cooperation with Vietnamese educational
institutions has not been a priority.
Currently, there are only three network
and Internet training centers (operated by
Cisco) [6], one each in Ho Chi Minh City,
Hanoi, and Danang. This is in contrast to
the nearly 100 software development cen-
ters around the country. The high cost of
establishing and operating training centers
has also been an inhibiting factor. As a
result, there are approximately 13
Vietnamese Cisco Certified Internet-
working Experts with security training of
which only a few are helping the govern-
ment resolve network security issues.

Recognizing the importance of secure
networks, the government is now begin-
ning to address security issues. In 2004,
Vietnam established IPv6 links with Japan
in order to research and experiment with
the new services available in IPv6 [9]. The
government also began the construction
of the Internet Data Center (IDC) of
Vietnam that is expected to be completed
by 2007 [10]. The IDC will be the central
location that will connect the Vietnamese
Internet infrastructure to the international
Internet (an unsecured environment). The
IDC will be a challenge for the MPT
because the IDC will have to satisfy the
security and operational requirements of
the Vietnamese government and commer-
cial entities as well as the requirements of
foreign partners [5, 10].

Conclusion
The material presented in this article is
specific to Vietnam. However, the difficul-
ties encountered by the Vietnamese gov-
ernment in balancing the conflicting needs
of establishing tight control over access
and content while simultaneously promot-
ing the economical, educational, and cul-
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tural use of the Internet can be general-
ized to other developing communist
nations. It is interesting to study the con-
trol structures and the regulatory environ-
ment established in Vietnam. The
Vietnamese government has an ambitious
agenda for establishing a modern Internet
infrastructure while simultaneously exer-
cising governmental control on interna-
tional connectivity and content. Learning
from its mistakes that hampered the early
adoption and growth of the Internet in
Vietnam, the government is now actively
engaged in activities such as the planned
growth of the national network, construc-
tion of new network connections, exten-
sion of interconnectivity with other coun-
tries, and improvement of software devel-
opment capabilities.u
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Admiral Jay Johnson, Chief of Naval
Operations, apparently coined the

phrase net-centric warfare in 19971. Net-cen-
tric warfare has been defined as an informa-
tion superiority-enabled concept of operations that
generates increased combat power by networking
sensors, decision makers, and shooters to achieve
shared awareness, increased speed of command,
higher tempo of operations, greater lethality,
increased survivability, and a degree of self-syn-
chronization [1].

Rapid and significant advances in
information technology hardware and
software during the past two decades have
made it possible to fundamentally change
the way information is gathered, stored,
processed, and used. As the DoD Chief
Information Officer (CIO), John G.
Grimes, recently noted:

… We must recognize that it is all
about information, and we must
view information as a strategic
asset. Timely, accurate and trusted
information lies at the heart of net-
centric operations. [2]

The concept of net-centric operations,
though, is not limited to warfare and the
DoD. The DoD is not the only large gov-
ernment organization that is considering
moving to net-centric operations. The
Department of Transportation (DoT), for
example, is seriously evaluating and
encouraging net-centric railroading.

Net-Centric Railroading
Intelligent railroad systems were first
described in the Secretary of
Transportation’s report, The Changing Face
of Transportation2, published in 2000, and
their description was expanded in the
Federal Railroad Administration’s (FRA)
Five-Year Strategic Plan for Railroad Research,
Development, and Demonstrations3, a March
2002 congressional report.

The FRA, railroads, and the railroad
supply industry have been working on the
development of intelligent railroad sys-

tems for command, control, communica-
tions, and information (C3I), as well as for
braking systems, grade crossings, defect
detection, and planning and scheduling
systems. These technologies can prevent
collisions and overspeed accidents, pre-
vent hijackings and runaways, increase
capacity and asset utilization, increase reli-
ability, improve service to customers,
improve energy efficiency and emissions,
increase economic viability and profits,
and enable railroads to measure and con-
trol costs and manage the unexpected [3].

Intelligent railroad systems could
enable railroads to improve their quality of
operations on the DoD-designated
Strategic Rail Corridor Network4

(STRACNET), enhancing their respon-
siveness to military deployments. They
would also enable railroads to respond
with flexibility and agility to rapid changes
in the transportation marketplace. These
systems could alleviate the need for a divi-
sion commander to call railroad executives
late at night to find out the location of
railroad cars for loading their division’s
heavy equipment – like Maj. Gen. David
Petraeus had to do during the 101st
Airborne Division’s deployment to partic-
ipate in Operation Iraqi Freedom [4].

Benefits of Net-Centric
Operations
Proponents of net-centric operations – in
government, industry, and academia –
claim many benefits. Here are some of the
most frequently claimed benefits that
should apply to the DoD, the DoT, and
the railroad industry:
1. Increased operational flexibility.
2. Increased decision-making speed.
3. Cost savings through increased effi-

ciency of asset usage.
4. Improved support to geographically

dispersed elements.
5. Increased visibility and a better under-

standing of operations.
6. Self-synchronization of subordinate

organizations. For the DoD, self-syn-
chronization means the ability of a well-
informed force to organize and synchronize
complex warfare activities from the bottom
up. … Self-synchronization is enabled by a
high level of knowledge of one’s own forces,
enemy forces, and all appropriate elements of
the operating environment [1].

7. General benefits that result due to
increased connectivity. Net-centric com-
puting is governed by Metcalfe’s Law, which
asserts that the power of a network is pro-
portional to the square of the number of
nodes in the network. The power or payoff
of net-centric computing comes from informa-
tion-intensive interactions between very large
numbers of heterogeneous computational
nodes in the network [1].

Net-Centric Railroad
Technologies
Like the DoD’s concept of net-centric
warfare, the DoT’s concept of net-centric
railroading is a system of systems. Twenty-
nine key technologies, programs, and sys-
tems, either developed or under develop-
ment, have been identified which could
help create a net-centric railroading sys-
tem. (For a complete list, please see the
sidebar entitled Railroad Net-Centric
Technologies.)

Here are 10 of the many technologies
that are being considered for incorpora-
tion into a net-centric railroading system.
Some, or all, of these systems may have
direct application for the DoD, as well:
• Positive Train Control (PTC) sys-

tems are integrated C3I systems for
controlling train movements with safe-
ty, security, precision, and efficiency.
PTC systems would improve railroad
safety by significantly reducing the
probability of collisions between
trains, casualties to roadway workers
and damage to their equipment, and
overspeed accidents. The National
Transportation Safety Board (NTSB)
has had PTC on its most wanted list of

Net-Centric Operations:
Defense and Transportation Synergy

The Department of Defense (DoD) is actively working to transform platform-centric operations into net-centric operations.
Net-centric railroading could provide DoD’s Strategic Rail Corridor Network (STRACNET) with unified operations in
which positioning systems, sensors, computers, advanced mathematical models, and digital communications could be used to col-
lect, process, and disseminate information to improve the safety, security, and operational effectiveness of our nation’s railroads
in support of national defense. As both departments pursue net-centric operations there will be numerous opportunities to
share technology and experience. 
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transportation safety improvements
since 19906. PTC systems are com-
prised of digital data link communica-
tions networks, continuous and accu-
rate positioning systems, on-board
computers with digitized maps on
locomotives and track maintenance
equipment, in-cab displays, throttle-
brake interfaces on locomotives, data-
link connections at switches (both
powered and manual) and wayside
detectors, and train control center
computers and displays.

• Crew alertness monitoring systems
promote on-duty alertness and vigi-
lance of train crews through the use of
non-invasive technology applications.
Real-time monitoring and feedback of
individual alertness levels would allow
crew members to modify their behav-
ior and reduce their risk of unsafe per-
formance.

• Crew registration and time-keeping
systems would use identification tech-
niques such as the Department of
Homeland Security’s proposed Trans-
portation Worker Identification Cre-
dential (TWIC), other electronic card
keys, passwords, or biometrics such as
fingerprints and/or retinal scans to
ensure that only authorized crew mem-
bers are permitted to control locomo-
tives and track maintenance vehicles.

• Locomotive health-monitoring sys-
tems consist of sensors mounted on
engines, traction motors, electrical sys-
tems, air systems, exhaust systems, and
fuel tanks on locomotives. Most new
locomotives are equipped with most of
these sensors. In the future, the data
would be transmitted over the digital
data link communications network to
train control centers, maintenance
facilities, and motive power distribu-
tion centers to permit real-time moni-
toring of locomotive performance and
efficiency, improved diagnosis of
problems, and more effective assign-
ment of locomotives to trains.

• Wayside track sensors are installed
to identify a number of defects that
occur on and alongside the track as
well as identify conditions and
obstructions along the track. Among
the conditions and defects that could
be detected are switch position, bro-
ken rail, misaligned track, high water,
rock and snow slides, excessive rail
stress, misaligned bridges and trestles,
blocked culverts, and earthquakes.

• Energy management systems
(EMS) are installed on locomotives to
optimize fuel consumption and emis-
sions. An EMS would receive informa-

tion on track profile and conditions,
speed limits, train length and weight,
locomotive engine fuel performance
characteristics, locomotive health
monitoring systems, etc. Conceptual
work has been done on EMS, but a
prototype system has not yet been
implemented.

• Car on-board commodity sensors
are being installed on freight cars to
monitor the status of the commodities
being carried – measuring, for exam-
ple, temperatures, pressures, vibra-
tions, load position, radiation, gases,
and biohazards.

• Intelligent weather systems consist
of networks of local weather sensors
and instrumentation – both wayside
and on-board locomotives – combined
with national, regional, and local fore-
cast data to alert train control centers,
train crews, and maintenance crews of
actual or potentially hazardous weath-
er conditions.

• Security systems consisting of closed-
circuit television cameras and infrared
presence detectors are being deployed
at bridges and tunnels, and even on
some locomotives, to provide detection
of intruders and obstructions.
Appropriate information would be
transmitted via data link to train control
centers and train and maintenance
crews in addition to security forces.

• Emergency notification systems
installed at train control centers pro-
vide for the automated notification of
all involved organizations following
railroad accidents, incidents, or threats.
The implementation of net-centric

railroading with intelligent railroad sys-
tems is not without impediments – the
competition for capital within railroad
companies, for example. Railroad compa-
nies need to understand, though, that a
well-executed investment in intelligent
railroad systems should reduce the capital
needed for locomotives, cars, and tracks.

Net-centric railroading should enable
railroads to manage unexpected situations
by providing real-time information about
current operations and the current envi-
ronment. The DoD, as well as commercial
railroad customers, could benefit signifi-
cantly from improvements in visibility,
running time, and service reliability result-
ing from the implementation of net-cen-
tric railroading.

Increasing Capacity
Today there is a capacity problem in rail-
roading. During the past 25 years (follow-
ing the deregulation of the railroad indus-
try), American railroads have physically
downsized – tracks, locomotives, train
cars, and employees – while, at the same
time, overall rail traffic has increased. With
a growing economy and growing imports,
railroads face congestion on many of their
lines. The last time the nation faced a sim-
ilar crisis was during World War II.

Net-centric railroading will provide an
effective increase in capacity. It enables
railroads to handle different types of traf-
fic (such as coal, grain, container, and even
passenger) that have different service
requirements, enabling them to co-exist
on the same facility. Different types of
trains can each be managed according to
their individual requirements.

Railroad Net-Centric Technologies
The accompanying article highlights several of the key technologies, programs and
systems that can be incorporated in net-centric railroading. The following is the com-
plete list:

• Digital data link communications
networks.

• Nationwide Differential Global
Positioning System.

• Positive train control systems.
• Electronically controlled pneumatic

brakes.
• Knowledge display interfaces.
• Crew registration and time-keeping

systems.
• Crew alertness monitoring systems.
• Track forces terminals.
• Automatic equipment identification.
• Wayside equipment sensors.
• Wayside track sensors.
• Locomotive health monitoring systems.
• Energy management systems.

• Vehicle-borne track monitoring sensors.
• Car on-board component sensors.
• Car on-board commodity sensors.
• Intelligent grade crossings.
• Intelligent weather systems.
• Tactical traffic planners.
• Strategic traffic planners.
• Yard management systems.
• Work order reporting systems.
• Locomotive scheduling systems.
• Car reservation and scheduling

systems.
• Train crew scheduling systems.
• Yield management systems.
• Security systems.
• Emergency notification systems.
• Traveler’s advisory systems.
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These net-centric systems will enable
control centers to know the location of all
trains and the status of their performance,
whether they are on schedule, behind
schedule, or ahead of schedule. The tacti-
cal and strategic planning systems will
enable railroads with flow control – similar
to what the Federal Aviation Administra-
tion is able to currently do with aircraft –
to anticipate the location of trains (two
hours from now, four hours from now,
etc.) and to initiate actions to reduce or
remove congestion problems before they
actually occur.

Sharing Insights
As the DoD  continues to shift to net-cen-
tric operations, there is no reason that
insights and lessons learned from work
done thus far should not be shared with
other federal agencies. The authors pro-
pose several concepts that may be benefi-
cial to the railroad industry as they begin a
net-centric transformation:
1. Have a thorough discussion with

the railroad industry regarding
which information should be
pushed to users and which infor-
mation should be pulled  by users.
The answers to those two questions
are not necessarily disjointed data sets.

2. Information security and informa-
tion assurance must be part of
every net-centric discussion.

3. Do not underestimate the tension
that exists between continuing invest-
ment in legacy systems and the
upfront costs of replacement net-cen-
tric systems that offer a higher rate of
return.

4. Technological changes will affect
the companies within the railroad-
ing industry in unforeseen ways.

…we must change how we
train, how we organize, and
how we allocate our resources
… Because a net-centric force
operates under a different,
more modern rule set than a
platform-centric force, we must
make fundamental choices in at
least three areas: intellectual
capital, financial capital, and
process. [1]

5. The importance of redundant and
back-up capabilities cannot be
overstated. A pessimistic look at his-
tory shows that failures often occur at
the worst possible moment. The
November issue of Technology Review
provided an in-depth review of one
such challenge during Operation Iraqi

Freedom. On April 2, 2003, Army
LTC Ernest Rock Marcone (a battalion
commander with the 69th Armor of
the Third Infantry Division) led an
armored battalion of almost 1,000 U.S.
soldiers to seize Objective Peach – a
key bridge across the Euphrates River
and the last major obstacle before
American forces would reach
Baghdad. That night, Marcone’s battal-
ion was surprised by the largest coun-
terattack of the war. All his net-centric
sensing and communications tech-
nologies failed to warn him of the
attack’s scale. He did not realize that
between 5,000 and 10,000 Iraqi troops
with about 100 tanks and other vehi-
cles were about to attack his position:

Next to the fall of Baghdad,
says Marcone, that bridge was
the most important piece of
terrain in the theater, and no
one can tell me what’s defend-
ing it. Not how many troops,
what units, what tanks, any-
thing. There is zero informa-
tion getting to me. [5]

6. Understand that your organization-
al culture will be affected by these
changes. One of the major lessons
learned is that without changes in the
way an organization does business, it is
not possible to fully leverage the
power of information [1].

7. Maintain realistic expectations.
Metcalfe’s Law is really about potential
gains; there is no guarantee that simply
hooking things up will make the results
better [1].

8. Recognize that net-centric opera-
tions are not a panacea. Increased
asset and data visibility may encourage

micromanagement. Recent experience
in Afghanistan and Iraq has shown that:

…another consequence of our
expanded global connectivity
was that reach-back, a desirable
capability when used with dis-
crimination, metamorphosed
into reach-forward as rear head-
quarters sought information…
and then used that information
to try to influence events from
the rear. [5] 

It is ironic that net-centric operations
enables both reach back (providing
increased information for local leaders
to make decisions) and reach forward
(providing rear headquarters with addi-
tional information and an increased
temptation to micromanage). There
must be a balance reached between cen-
tralized planning and local execution.

9. Be patient. The DoD has been active-
ly working on net-centric warfare for
several years, but as John G. Grimes,
DoD-CIO, recently noted:

Unlike designing a tank or
launching a satellite, our trans-
formation to net-centric opera-
tions is traversing new ground.
We stand at the brink of an era
when networked capabilities
will increase efficiency, enhance
mission success, save lives and
potentially reduce force struc-
ture… [2]

Conclusion
The DoD is in the process of transforming
to net-centric operations. Net-centric rail-
roading could be the key to making rail-
roads safer, reducing delays and costs, rais-
ing effective capacity, increasing reliability,
improving customer satisfaction, improv-
ing energy utilization, reducing emissions,
increasing security, and making railroads
more economically viable. At the same
time, these efforts should provide numer-
ous opportunities for sharing hardware,
software, and experiences.

Grimes recently summarized:

Net-enabled operations, while
clearly complex, can actually be
described quite simply. It is all
about ensuring timely and accurate
information gets where it’s needed,
when it’s needed and to those who
need it most. [2]

This is equally true for the DoD, the
DoT, the railroad industry, other modes of
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“Twenty-nine key
technologies, programs,

and systems, either
developed or under
development, have

been identified which
could help create

a net-centric
railroading system.”
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transportation, and other government
agencies. Reasonable sharing of plans,
research, experience, and lessons learned
regarding net-centric operations should be
in everyone’s best interest.u
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During the past two decades, a number
of professionals in the software

community have argued for investing in
process improvement [1, 2]. Those fol-
lowing the mantra of embracing frame-
works like the Software Engineering
Institute’s CMM [3] and CMMI [4] have
touted the benefits of process improve-
ment and argued that the costs are fully
justified [5, 6]. While there are some
definitive works that portray the
cost/benefits [7, 8], little has been done to
study the return on investment (ROI) of
high maturity organizations that have
reached Level 5. Many practitioners with-
in the industry that we have talked with
wonder what happens when high maturity
organizations move into the maintenance
mode at Level 5. Managers wonder what
the costs/benefits are and what others’
experiences have entailed. Process groups
want to know how to justify the costs of
sustaining a process improvement pro-

gram in a maintenance mode. In fact,
everyone we spoke with wanted to be able
to set realistic expectations for their con-
tinuous improvement efforts. However,
the only data that seemed available to
them referred to the benefits associated
with reaching higher CMM [9] and/or
CMMI maturity levels [10]. Based on our
research, we can conclude that little data
exists that firms can use to justify main-
taining their process improvement pro-
grams at either CMM or CMMI Level 5.
In addition, those that report about their
performance typically mix CMM and
CMMI data in their analysis (see CMMI
performance results about Level 5 firms
on the Software Engineering Institute
[SEI] Web site at <www.sei.cmu.edu>).

The Study
Early last year, we embarked on a study to
develop answers to these questions. Three
process groups from different organiza-

tions sponsored an effort aimed at using
historical data to justify their process
improvement maintenance budgets at
CMMI Level 5. To begin, we contacted
those Level 5 firms within the United
States listed on the SEI’s Web site with
which we had a relationship and asked
them for permission to use their data
without attribution to develop our results.
For the past 20 years, we have been work-
ing with organizations like those that
sponsored our effort to develop cost, pro-
ductivity, and quality benchmarks [11].
For the most part, the 11 firms and 19
organizations that agreed to supply us
during the past 18 months with data
shared the profile summarized in Table 1.
As the table illustrates, the organizations
surveyed were large, distributed, hierarchi-
cal, and primarily working within either
the aerospace or telecommunications
industries. Their primary motivation for
being Level 5 was both to be competitive
(e.g., most of their competitors perceived
as Level 5 are using CMMI), and able to
deliver what they promised to their cus-
tomers on time and within budget (i.e.,
improve their ability to predict and con-
trol their system/software engineering
activities).

Foreign firms were specifically exclud-
ed from our analysis because all those
involved felt that they would bias the
results. To confirm this tendency, we ana-
lyzed the resulting databases with and
without foreign contributions and discov-
ered that it was a better fit with the for-
eign data eliminated because the underly-
ing databases were more homogeneous.
For example, data on Level 5 firms col-
lected from India was primarily from
United States subsidiaries developing soft-
ware for commercial applications as
opposed to aerospace applications. These
organizations were mid-sized (averaged
about 250 to 500 engineers), and minimal
system and hardware engineering was per-
formed. Based on these facts, we agreed
not to include foreign data. However, we
may decide differently in the future as we
populate our databases.

Profiles of Level 5 CMMI Organizations

Many firms that have achieved Level 5 using the Software Engineering Institute’s Capability Maturity Model® Integration
(CMMI®) have taken a different tact in justifying their process improvement initiative’s budget. This article summarizes the
profiles of high maturity organizations and explains how they go about justifying their budgets. The article also provides
insight into the differing tactics that these firms use to win the battle of the budget and the reasons for them.

Donald J. Reifer
Reifer Consultants, Inc.
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Table 1. Profile of United States Level 5 Organizations Used in Analysis

Characteristic Explanation

Industry Aerospace

Major Products Aircraft, missiles, satellites, spacecraft, tactical systems,

weapons systems, etc.

Hierarchical with many layers of management. Matrix

approach used for the most part with program

management separate from contracts and engineering.

Engineering budgets cover Research and Development

and investments to develop skills (training) and

processes.

Engineering Workforce Average size of performing organizations with more than

1,000 engineers/location.

Number of Locations Average greater than five with workforce distributed either

based on product lines or legacy firms that they had

acquired.

Process Framework

Embraced

CMM and CMMI – all were Level 5 and all had

transitioned to the use of the CMMI (some were being re-

evaluated for Level 5).

Process Organization Process group with a staff of approximately five, and a

budget averaging about $2 million per year (besides

funding staff, they provided budgets for training, tools, the

Process Asset Library, etc.).

Years Pursuing Process

Improvement Initiatives

More than 10 years on average working to raise the level

of the organization to Level 5 first using the CMM and

now the CMMI.

Investment Climate Process improvement viewed as a customer requirement;

emphasis on minimizing overhead expenses.

Table 2. Range of Cost/Time by Scenario for Military Systems by Organization Size

Range of Cost/Time

($ expended/months to complete)+

Scenario

Small Medium Large

Starting Up $1 to 1.5M/

18 to 20 months

$1.5 to 2.5M/

18 to 22 months

$2.5 to 3M/

20 to 24 months

Reaching the Next Level

in Process Maturity

$0.75 to 1M/

12 to 16 months

$1 to 1.5M/

15 to 18 months

$1.5 to 2M/

18 to 21 months

Optimization and

Maintenance

$0.35 to 0.5M/

12 months++

$0.5 to 0.75M/

12 months++

$0.75 to 1M/

12 months++

Out-of-Phase Defect

Focus

$0.5 to 0.78M/

12 months++
$0.78 to 1.0/

12 months++
$1.0 to $1.3M/

12 months++

+ Costs incurred are those for the process improvement program. Burdened cost per person-month
average $20K (2005 year $. Staff involved in process improvement programs in large firms tends to be

very senior and therefore very expensive [i.e., groups are typically staffed with opinion leaders who have
the respect of the workers based on their accomplishments with 20+ years of experience]).

* Typical staff assigned to process group between four and six equivalent heads; three work process
development, and three provide project support either as part of the process group or within project

organization.
++Budgeted/reported on an annual basis.

Management

Organization

Size

Table 1: Profile of United States Level 5 Organizations Used in Analysis
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Determining the
Costs/Benefits
We next analyzed our databases to deter-
mine the costs needed to maintain and
sustain a process improvement program
and the benefits that resulted at Level 5.
Costs and benefits were collected by sce-
nario as shown in Tables 2 and 3 and
briefly defined as the following:
• Optimization and Maintenance.

Rather than focusing on achieving
higher maturity levels, the process staff
focuses on maintaining processes and
perfecting their use. They modify
processes, optimize them and increase
their holdings in their Process Asset
Libraries. They focus on making
processes work better by incorporating
feedback based on operational use.

• Focus on Finding Defects Out-of-
Phase. The process staff reinvents
itself and places emphasis on embrac-
ing six sigma techniques to prevent
defects from occurring earlier in the
life cycle. They capitalize on their sta-
tistical process control experience to
reduce escapes (defects escaping from
one phase to the next; e.g., a require-
ments defect that escaped and was not
found until the design phase).

For completeness, we have included the
cost/benefit data previously collected as
part of another one of our ongoing efforts
relative to starting up a process program
and reaching higher maturity levels as
shown in Tables 2 and 3 [12]. These two
additional process improvement scenarios
are briefly defined as the following:
• Starting Up. Initiating a process

improvement program, selling the
concept, staffing the process team,
writing the processes, and providing
the training and project support need-
ed to fan out throughout the organiza-
tion.

• Reaching for Higher Maturity
Levels. Moving from one level to the
next in process maturity includes the
effort to satisfy the framework require-
ments and survive and recover from a
CMMI assessment [13]. As Table 2
shows, reaching the next level in
process maturity involves a great deal
of effort and takes between 15 and 21
months to achieve.
Level 5 activities by design are aimed at

optimizing existing processes, not devel-
oping, introducing or institutionalizing
new ones. Statistical process control tech-
niques are used to determine which
processes are working well and which are
not. Those maintaining processes use this
information to focus their resources on

making processes work better through
training, mentoring, and improving orga-
nizational support.

The following important points ampli-
fy some of the points raised within Tables
2 and 3:

• Process improvement budgets for
starting up a program and focusing on
reaching the next level of process
maturity are two to three times higher
than those for optimization and main-
tenance. This makes sense based on

Table 3. Range of Benefits for Military Systems by Scenario

Benefit Range/Time ($ saved/months to realize)+Benefit

Category Starting

Up

Reaching the

Next Level

Optimization

and

Maintenance

Out-of-Phase

Defect Focus

Cost Avoidance 2 to 12%

savings/

18 to 20

months*

3 to 16%

savings/

16 to 18

months

Flat Finding

escapes

results in 6 to

8% savings/

annually

Productivity

Gains

5 to 10%

annually *

8 to 18%

annually

Flat 1 to 3%

annually

Faster Time-to-

Market

Not applicable

during startup

Improved

ability to

predict/meet

schedule

Improved

ability to

predict/meet

schedule

Improved

ability to

predict/meet

schedule

Quality

Improvement

Not enough

data

8 to 18% fewer

errors/post

release

12 to 26%

fewer

errors/post

release

18 to 30%

fewer

escapes

Estimated ROI 15 to 51%/

18 to 20

months

18 to 103%/

15 to 18

months

12 to 36%/

annually

24 to 138%/

annually

Minimum Time

(to achieve ROI)

18 months 15 months Performed on

an annual

basis

Performed on

an annual

basis

Fewer

customer

complaints

Increased

customer

praise

Continued

customer

praise

Customer

views you as

best in class

Other benefits:

Improved

customer

satisfaction

Improved

competitive

positioning

Other

Perceived

competitive

gaps closed

Perceived

competitive

gaps closed

Continued

commitment to

process

maintained

Perceived

competitive

advantage

+ Benefits computed for the entire engineering organization at large. Burdened cost per person-month is

less than that for the process improvement effort averaging $15K (2005 year $) (Note – staff involved in
the development organization are typically less qualified than those involved in the process group).

* Many organizations that start up a process program make the mistake of promising results in the first
year. Because of learning curves and start-up problems, positive results do not accrue until the second
year when the appraisal is conducted and confirmation is made that they have realized their goals.

++ Budgeted/reported on an annual basis.

Table 4. Range of Cost to Find and Fix Defects In-Phase and Out-of-Phase

Range of Cost to Find and Fix Defects In-Phase

and Out-of-Phase+

Inception Elaboration Construction Transition

Inception $25 to

$100/defect

Elaboration $100 to

$500/defect

$50 to

$250/defect

Construction $500 to

$1K/defect

$250 to

$1.5K/defect

$75 to

$500/defect

Transition $8K to

$10K/defect

$1.5K to

$5K/defect

$500 to

$3K/defect

Not enough

data

+ Defect costs computed for the entire engineering organization at large. Burdened cost per person-month
again averages $15K (2005 year $).

Found

Injected

Table 3: Range of Benefits for Military Systems by Scenario

1

Table 1. Profile of United States Level 5 Organizations Used in Analysis

Characteristic Explanation

Industry Aerospace

Major Products Aircraft, missiles, satellites, spacecraft, tactical systems,

weapons systems, etc.

Hierarchical with many layers of management. Matrix

approach used for the most part with program

management separate from contracts and engineering.

Engineering budgets cover Research and Development

and investments to develop skills (training) and

processes.

Engineering Workforce Average size of performing organizations with more than

1,000 engineers/location.

Number of Locations Average greater than five with workforce distributed either

based on product lines or legacy firms that they had

acquired.

Process Framework

Embraced

CMM and CMMI – all were Level 5 and all had

transitioned to the use of the CMMI (some were being re-

evaluated for Level 5).

Process Organization Process group with a staff of approximately five, and a

budget averaging about $2 million per year (besides

funding staff, they provided budgets for training, tools, the

Process Asset Library, etc.).

Years Pursuing Process

Improvement Initiatives

More than 10 years on average working to raise the level

of the organization to Level 5 first using the CMM and

now the CMMI.

Investment Climate Process improvement viewed as a customer requirement;

emphasis on minimizing overhead expenses.

Table 2. Range of Cost/Time by Scenario for Military Systems by Organization Size

Range of Cost/Time

($ expended/months to complete)+

Scenario

Small Medium Large

Starting Up $1 to 1.5M/

18 to 20 months

$1.5 to 2.5M/

18 to 22 months

$2.5 to 3M/

20 to 24 months

Reaching the Next Level

in Process Maturity

$0.75 to 1M/

12 to 16 months

$1 to 1.5M/

15 to 18 months

$1.5 to 2M/

18 to 21 months

Optimization and

Maintenance

$0.35 to 0.5M/

12 months++

$0.5 to 0.75M/

12 months++

$0.75 to 1M/

12 months++

Out-of-Phase Defect

Focus

$0.5 to 0.78M/

12 months++
$0.78 to 1.0/

12 months++
$1.0 to $1.3M/

12 months++

+ Costs incurred are those for the process improvement program. Burdened cost per person-month
average $20K (2005 year $. Staff involved in process improvement programs in large firms tends to be

very senior and therefore very expensive [i.e., groups are typically staffed with opinion leaders who have
the respect of the workers based on their accomplishments with 20+ years of experience]).

* Typical staff assigned to process group between four and six equivalent heads; three work process
development, and three provide project support either as part of the process group or within project

organization.
++Budgeted/reported on an annual basis.

Management

Organization

Size

Table 2: Range of Costs/Time by Scenario for Military Systems by Organization Size
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the relative efforts involved. However,
just like many software development
efforts, many process groups claim pre-
mature victory when they get appraised
at Level 5. While most organizations
embrace the processes, some object to
them. In addition, new projects need
considerable start-up support that the
process group is expected to provide.
Finally, because benefits are not as visi-
ble, there is pressure from upper man-
agement to dissolve the process group
and use the overhead money that funds
them for other purposes.

• Things seem to improve when Six
Sigma techniques are coupled with
process optimization and maintenance
activities. Emphasis is placed on busi-
ness performance rather than process
goals as evidence is gathered to justify
continuance and possible expansion of
the program [14]. Budgets are justified
because benefits are made visible and
overhead funds are not diverted to
other activities.

• Focusing on defects pays dividends as
errors are found sooner and their root
causes are systematically identified and
addressed. Defects are caught in-phase
(e.g., requirements errors are found and
fixed during the requirements phase)
and, as such, are easier, cheaper and
simpler to remove. Emphasis is placed
on defect prevention as well as reduc-
tion as processes are refined and opti-
mized. New methods and tools like
those for Six Sigma are acquired to
automate these processes and make
defect prevention part of the way work
is done by performing organizations
[15]. Designs are made more robust
because root causes of persistent
defects are eliminated, customer satis-
faction is improved, and the organiza-
tion’s reputation for quality is enhanced.

• The ROI picture changes as the
cost/benefits of the program are com-
piled. Instead of portraying the status
quo, defect prevention is emphasized.

When the ROI for process improve-
ment is computed using numbers like
those provided in Table 3, the cumula-
tive returns along with the list of other
compelling factors can easily be used
to convince executive management
that their investments in process
improvement make both good finan-
cial and technical sense. As an aside,
we have found the use of the balanced
scorecard to be a good way to present
this data to executives in a holistic
manner [16].
Looking at an example, one of our

sponsors brought us in to assist them in
preparing a briefing to senior management
about the ROI of process improvement.
When we delved further, we found that
the briefing was aimed at convincing
senior management not to eliminate the
process group that had led their efforts
during the past seven years in achieving a
Level 5 rating. As expected, they had cap-
tured a great deal of cost, productivity and
quality data as part of their metrics and
statistical process control efforts.
Unfortunately, the data validated the
trends summarized in Tables 2 and 3; i.e.,
cost and productivity gains at Level 5 were
flat and defect removal data alone did not
justify the group’s expenses (i.e., included
the personnel assigned to the group along
with training and facilitation expenses
associated with fanning the process out to
the projects). This group of five had been
at Level 5 for four years, and was reap-
praised Level 5 CMMI last year. Senior
management was not impressed by the
business case presented to them during
the last quarter and as a result were toying
with the idea of dissolving the group and
spending the money elsewhere (where
ROI of the investment seemed better).

When we analyzed the organization’s
benefits data, we saw their focus was being
placed on reducing the variation in organi-
zational performance across projects – a
function of process tailoring and utiliza-
tion. The statistical data was very valuable

in this regard because it showed which
processes were working well and which
were not. We pointed out that there were
high yield processes that had not been
identified by the CMMI that still needed
work; e.g., notably COTS management and
software licensing. For example, we com-
mented that we had saved one of our
clients several million dollars annually by
helping them put an enterprise licensing
scheme in place for their software devel-
opment tools [17]. We also suggested that
more emphasis on preventing defects from
escaping from one phase to another
(escapes) could result in substantial
increases in their yields. When we briefed
these opportunities to the senior manage-
ment, they became excited and tasked their
process group to pursue additional process
development, rollout, and defect preven-
tion as part of their three-year plan. More
importantly, budgets were approved as the
process group took on this new mission.

Making the Business Case in
High Maturity Firms
For large organizations like those involved
in our survey, it is relatively easy to justify
starting up or pursuing a process improve-
ment initiative. However, it is more diffi-
cult to develop a business case when pur-
suing Level 5 optimization and mainte-
nance activities [18]. Because cost and
productivity gains are flat, firms often
pare their process efforts down consider-
ably at this stage. Those that reinvent
themselves and place emphasis on Six
Sigma techniques are the exception. For
these organizations, the benefits derived
by reducing defects across life-cycle stages
(i.e., the number of escapes) seem suffi-
cient to justify continuation of their
efforts. However, such economies of scale
may not be available for smaller organiza-
tions. As a result, building a business case
under such circumstances becomes much
more difficult.

Firms surveyed were somewhat sur-
prised when we concluded that cost avoid-
ance and productivity gains held steady
once they reached Level 5. The easiest way
to explain to them what was happening
with cost and productivity was to make
the following analogy. Say you go on a diet
and lose 10 pounds during the first
month. If you wanted to lose an addition-
al 100 pounds at this rate, it would take
you 10 months at 10 pounds per month.
However, while losing weight is easy at
first, it becomes more difficult as the
pounds come off. Many times during your
diet your weight stabilizes and it becomes
extremely difficult to shed even a few

Table 3. Range of Benefits for Military Systems by Scenario

Benefit Range/Time ($ saved/months to realize)+Benefit

Category Starting

Up

Reaching the

Next Level

Optimization

and

Maintenance

Out-of-Phase

Defect Focus

Cost Avoidance 2 to 12%

savings/

18 to 20

months*

3 to 16%

savings/

16 to 18

months

Flat Finding

escapes

results in 6 to

8% savings/

annually

Productivity

Gains

5 to 10%

annually *

8 to 18%

annually

Flat 1 to 3%

annually

Faster Time-to-

Market

Not applicable

during startup

Improved

ability to

predict/meet

schedule

Improved

ability to

predict/meet

schedule

Improved

ability to

predict/meet

schedule

Quality

Improvement

Not enough

data

8 to 18% fewer

errors/post

release

12 to 26%

fewer

errors/post

release

18 to 30%

fewer

escapes

Estimated ROI 15 to 51%/

18 to 20

months

18 to 103%/

15 to 18

months

12 to 36%/

annually

24 to 138%/

annually

Minimum Time

(to achieve ROI)

18 months 15 months Performed on

an annual

basis

Performed on

an annual

basis

Fewer

customer

complaints

Increased

customer

praise

Continued

customer

praise

Customer

views you as

best in class

Other benefits:

Improved

customer

satisfaction

Improved

competitive

positioning

Other

Perceived

competitive

gaps closed

Perceived

competitive

gaps closed

Continued

commitment to

process

maintained

Perceived

competitive

advantage

+ Benefits computed for the entire engineering organization at large. Burdened cost per person-month is

less than that for the process improvement effort averaging $15K (2005 year $) (Note – staff involved in
the development organization are typically less qualified than those involved in the process group).

* Many organizations that start up a process program make the mistake of promising results in the first
year. Because of learning curves and start-up problems, positive results do not accrue until the second
year when the appraisal is conducted and confirmation is made that they have realized their goals.

++ Budgeted/reported on an annual basis.

Table 4. Range of Cost to Find and Fix Defects In-Phase and Out-of-Phase

Range of Cost to Find and Fix Defects In-Phase

and Out-of-Phase+

Inception Elaboration Construction Transition

Inception $25 to

$100/defect

Elaboration $100 to

$500/defect

$50 to

$250/defect

Construction $500 to

$1K/defect

$250 to

$1.5K/defect

$75 to

$500/defect

Transition $8K to

$10K/defect

$1.5K to

$5K/defect

$500 to

$3K/defect

Not enough

data

+ Defect costs computed for the entire engineering organization at large. Burdened cost per person-month
again averages $15K (2005 year $).

Found

Injected

Table 4: Range of Cost to Find and Fix Defects In-Phase and Out-of-Phase
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additional pounds. Then, when you reach
your weight loss goal, you have to go on a
maintenance diet or else you will quickly
gain the weight back. Cost avoidance and
productivity gains are similar to weight
loss. They occur quickly at first as you
introduce processes and discipline. Once
the processes are institutionalized, pro-
ductivity gains and cost avoidance then
stabilize and happen less quickly. As a
result, when processes reach a steady state
(e.g., at Level 5), cost avoidance and pro-
ductivity gains become minimal. Similar to
when you finish your diet, this stability
should be expected.

For high maturity organizations at
CMM and CMMI Level 5, justification for
continuing process improvement work is
handled differently. Based on the data we
have collected and the experiences of
firms polled, we can make the following
observations:
• The emphasis of process improve-

ment initiatives rightfully shifts from
moving from one level of process
maturity to the next to maintenance
and optimization of the program.

• Organizations learn to use statistical
process control information to opti-
mize their use of resources. For exam-
ple, projects shift personnel from one
process to another when their control
charts indicate that they are being suc-
cessful with their practices (e.g., from
inspections to test when inspections
are working well).

• As a consequence of shifts in empha-
sis, cost avoidance and productivity
gains tend to remain relatively flat for
Level 5 organizations. The reason for
this seems to be that high maturity
organizations tend to focus on opti-
mizing the use of existing processes
instead of placing emphasis on reach-
ing the next level of process maturity.
Without the push to move ahead, the
organization loses its drive and
momentum.

• Cost avoidances tend to be negligible
when organizations reach either SW-
CMM or CMMI Level 5 because typi-
cally their resources are scaled back to
pursue maintenance and optimization
rather than the active pursuit of mov-
ing from one maturity level to the next.

• Defect rates and densities during both
development and post-release phases
of the life cycle tend to stabilize as
organizational processes become insti-
tutionalized.

• In many organizations, process groups
are disbanded. The process improvement
charter is not dropped. Instead, it is
picked up by other support groups (qual-

ity assurance, etc.) or initiatives (knowl-
edge management, Six Sigma, etc.).

Domain of Applicability
The findings and observations shared in
this article tend to be applicable to large
projects where economies of scale make
justification of investments in process
improvement typically easy. This makes
sense because most U.S. organizations that
have been appraised Level 5 in the current
Software Engineering Institute (SEI)
process maturity database [19] are mili-
tary/government agencies or their con-

tractors (72 percent or 230 of those 321
reporting results). For the most part, these
organizations share the organizational
profile provided in Table 1. Even with this
as the case, it is important to note that our
conclusions may not be shared by either
small firms or with foreign enterprises
that make up 60 percent of the SEI
appraisal database.

Conclusion
Successful process improvement groups
reinvent themselves in high maturity orga-
nizations at CMMI Level 5. To justify their
existence, they take on new charters and
new initiatives to move their organizations
forward and preserve their budgets. Those
that we have observed to be successful
defend their budgets based on reducing
escapes, developing processes aligned with
improving business functions (licensing,
COTS management, etc.) and/or by
achieving knowledge transfer goals. They
embrace techniques like Six Sigma and

lean manufacturing, using them to focus
on improving quality in addition to pro-
ductivity, time-to-market or cost. Budget
justification is relatively easy because, as
noted in Table 4, they reduce escapes (e.
g., finding and fixing defects out-of-phase)
whose costs can be as great as 400 to one
in the worst case.

The message from our analysis for
high maturity organizations is loud and
clear: Once they have institutionalized
their processes, they should refocus their
efforts on goals aligned with improving
the business (improved product quality,
etc.). As part of this reorientation, they
should restructure their metrics program
to capture additional data that can be used
to measure the value of their business
propositions. When implementing statisti-
cal process control at Level 5, they should
embrace Six Sigma concepts to reduce
defects in both their processes and prod-
ucts. They should focus on preventing
defects by finding and fixing them by
using techniques like orthogonal defect
classification [20]. We believe that embrac-
ing Six Sigma and black belt concepts for
both process and product improvement
activities would be synergistic. Finally,
Level 5 organizations should consider
using the cost/benefits associated with
finding and fixing defects as a means to
justify their investments in process
improvement. Use of such an approach
makes it relatively easy to build the busi-
ness case for process groups to pursue
these revamped rather than new courses
of action.u
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Dear CrossTalk Editor,
Allow me to comment on the number one lesson learned that was
in David Webb’s October CrossTalk article All We Need to
Know About Software Project Management, We Can Learn From Star Trek.

I discovered early on, long before Star Trek ever aired
episode one, that whilst I could make good estimates for how
long it would take me to do a given software task, management
always cut the estimate in half. Possibly because they thought
everyone always overestimated, and certainly in part because
they had overpromised the customer. There were certainly
many people who did not know how to estimate and made wild
guesses that helped reinforce management’s need to question all
estimates. Consequently, I started doubling my estimates only to
discover that the time I lost waiting for others, attending meet-
ings, doing administrivia, guarding turf, politicking for my man-
ager, context switch inefficiency, yada yada, still took as long as
the actual work.

Unfortunately, management thinks this unproductive
work/time is free and takes no calendar time. As a result, I have
made it a policy to always multiply my estimates by (at least)
four. This lets management do their obligatory cut, and pro-

vides time for the non-productive tasks that always occur.
If management were truly CMM/CMMI conformant, they

would allow adequate resources and encourage accurate alloca-
tion of same. In spite of all the CMM/CMMI hooplah and
appraisals, far too many organizations are truly conformant
only to the extent  of having a certificate on the wall. So, until
the millennium is upon us, I will continue to teach my students
to multiply their estimates by four before committing to a task.
I also warn them not to let others impose their estimates on us
because the estimates will be both overly optimistic and will
omit the overhead and time wasters that are required.

If my strategem made it into Star Trek III, then apparently
others have had the same experiences and came up with similar
solutions.

As to miracles, maybe in Star Trek; but in my real-world
experience, when the occasional miracle is performed manage-
ment uses it as proof that their overly optimistic estimating is
right and the workers are all lazy slackers who pad everything.

– Dr. William Adams, PE
williamadams@ieee.org

LETTER TO THE EDITOR
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Enterprise Software Initiative (ESI)
www.esi.mil
The ESI aims to lead in the establishment and management of
enterprise commercial off-the-shelf information technology
agreements, assets, and policies for the purpose of lowering total
cost of ownership across the Department of Defense (DoD),
Coast Guard, and intelligence communities.

The Internet Governance Project (IGP)
www.internetgovernance.org
The IGP is a consortium of academics with scholarly and prac-
tical expertise in international governance, Internet policy, and
information and communication technology. IGP conducts
research on and publishes analysis of global Internet gover-
nance. The work is intended to contribute to policy discussions
in the Internet Governance Forum, Internet Corporation for
Assigned Names and Numbers, World Intellectual Property
Organization and related debates at the global, international,
regional and national levels.

The goal of the IGP is to:
• Inform and shape Internet public policy choices by
providing independent analysis and timely recommendations. 
• Identify and analyze new possibilities for improving
global governance institutions. 
• Develop policy positions guided by the values of glob-
alism, democratic governance and individual rights. 

The IGP is being supported through a two-year opportuni-
ty grant from the Ford Foundation.

The United Nations Information and
Communication Technologies Task Force
www.unicttf.org
In March 2001, the Economic and Social Council requested
the Secretary-General to establish an Information and
Communication Technologies (ICT) Task Force. This initia-
tive is intended to lend a truly global dimension to the mul-
titude of efforts to bridge the global digital divide, foster dig-
ital opportunity and thus firmly put ICT at the service of
development for all. The ICT Task Force is supported by the
Heads of State and Government of all United Nations
Member States who endorsed the Economic and Social
Council Ministerial Declaration at the Millennium Summit
in September 2000. 

The objective of the Task Force is to provide overall lead-
ership to the United Nations role in helping to formulate
strategies for the development of information and communi-
cation technologies and putting those technologies at the ser-
vice of development and, on the basis of consultations with all
stakeholders and Member States, forging a strategic partner-
ship between the United Nations system, private industry and
financing trusts and foundations, donors, program countries
and other relevant stakeholders in accordance with relevant
United Nations resolutions.

National Science and Technology Council
(NSTC) 
www.ostp.gov/nstc
NSTC was established by Executive Order on November 23,
1993. This Cabinet-level Council is the principal means

within the executive branch to coordinate science and tech-
nology policy across the diverse entities that make up the
Federal research and development enterprise. Chaired by the
President, the membership of the NSTC is made up of the
Vice President, the Director of the Office of Science and
Technology Policy, Cabinet Secretaries and Agency Heads
with significant science and technology responsibilities, and
other White House officials. A primary objective of the
NSTC is the establishment of clear national goals for Federal
science and technology investments in a broad array of areas
spanning virtually all the mission areas of the executive
branch. The Council prepares research and development
strategies that are coordinated across Federal agencies to
form investment packages aimed at accomplishing multiple
national goals. The work of the NSTC is organized under
four primary committees: Science, Technology, Environ-
ment and Natural Resources and Homeland and National
Security. Each of these committees oversees subcommittees
and working groups focused on different aspects of science
and technology and working to coordinate across the feder-
al government.

Networking and Information Technology
Research and Development (NITRD)
www.nitrd.gov
The National Coordination Office (NCO) for NITRD sup-
ports the planning, budget, and assessment activities for the
Federal government’s NITRD Program. The NCO reports to
the  White House Office of Science and Technology Policy  and
the National Science and Technology Council (NSTC). The
NCO supports the participating Federal agencies through the
NSTC’s  Subcommittee on NITRD,  Interagency Working
Group on High End Computing,  Interagency Working Group
on Cyber Security and Information Assurance, and five
Coordinating Groups to prepare and implement the NITRD
budget crosscut, totaling over $3 billion in fiscal year 2007.
Federal information technology research, which launched and
fueled the digital revolution, continues to drive innovation in
scientific research, national security, communication, and com-
merce to sustain U.S. technological leadership. The NITRD
agencies’ collaborative efforts increase the overall effectiveness
and productivity of Federal networking and information tech-
nology Research and Development (R&D) investments, lever-
aging strengths, avoiding duplication, and increasing interoper-
ability of R&D products.

Sticky Minds
www.stickyminds.com
StickyMinds.com, a comprehensive online resource for helping
produce better software, offers an unrivaled scope of original
articles from industry experts, technical papers, industry news,
a searchable tools and books guide, discussion forums, and
more. StickyMinds.com is the online companion to Better
Software magazine. StickyMinds.com is the Web’s first and most
popular interactive community exclusively engaged in improv-
ing software quality throughout the software development life
cycle. Membership is free.

WEB SITES
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Iam a process-oriented guy. While I am on the safe side of
Obsessive-Compulsive Disorder Guy, I’m not too far off. I

have an internalized ritual for many facets of my life. My com-
puting, of course, is extremely organized. I perform monthly
backup of my computer hard drive (because I’m experienced – and
have worked on far too many computer systems that crashed
with extreme regularity). I perform weekly backup of critical
data. I manage to synchronize an office desktop, a personal lap-
top, a home desktop, and a second laptop that my wife and
daughter use but is always hot-swappable for my laptop in case
of an emergency.

So when my company recently offered to replace my func-
tional but aging laptop with a top-of-the-line desktop, who was I
to refuse dual 21-inch LCD monitors?  With everything I have
backed up, how hard could it be?

The Transfer File and Settings wizard was outdated on the older
machine. Once updated, it complained about going from a 32-bit
laptop to a 64-bit desktop. I use Firefox for now (gotta love that
Tabbed Browsing –
hurry up Internet
Explorer 7.0!) and
there is no simple
way to transfer
saved passwords.
Have you looked at
how many exten-
sions you have in your browser?  Note that they do not transfer.

Need I mention that there is a slight chance that I use a few
third-party applications? Wonder where the install disks are?  Did
I bother to save the registration code from when I downloaded
most of them from the Internet?  Do they work with the new
drivers?  What are the hidden settings of most of these third-
party applications?  

Oh my gosh – I must have about 100+ fonts installed on the
laptop. Do I transfer them all (thus slowing down the new sys-
tem)?  Or do I weed out those I’m sure I’ll never use? (And where
in the world did I EVER get a font named Cappucino?)  Do you
have ANY idea how many updates to XP and Office are needed
with a new system?  Why does every application update seem to
require a separate reboot? 

The old laptop and single monitor were small in terms of real
estate. The new desktop is too big for the desktop and needs to
sit on the floor. How come the video cables are ALWAYS
(Hurculanum – what kind of name is that for a font?) too
short. Hey, with eight USB ports, I can hook up all of the assort-
ed hard drives that I have accumulated. Why are there only six
outlets on the surge suppressor? 

Been there? You know, I haven’t migrated from one machine
to another in more than three years. Used to be that all of my stuff
used to fit on a single CD. Now, my My Documents folder alone
requires four dual-layer DVDs. Just like people accumulate stuff in
their house, you accumulate stuff in your My Documents directory.

It took three days, but I’m finally up and running again. I
seem to have accounted for all of the items mentioned above,
and even managed to reconnect the personal folders under
Outlook.

Could I do this over again with less bother?  Oh yeah. In fact,
I even managed to create a folder on my hard drive called
Application for Reinstall. I also cleared out a desk drawer and put all
of the CDs and DVDs in one place just in case there is a next
time. And, of course, I made a commitment to continually
update both the folder and desk drawer over the next three years.
Unless I forget. Or get too busy.

This is why you need a process in your professional life.
Processes let you learn from the mistakes or tribulations of oth-
ers (or, if you’re REALLY good, you can actually learn from
yourself!). In days gone by, I have sung the praises of CMM and
CMMI. I have taught the PSPSM (Personal Software ProcessSM) to
any developer and engineer who would sit still. And, over the
years, I have come to understand and appreciate Agile method-
ologies.

It’s all about sizing. I once consulted for a military organiza-
tion that was CMM Level 4, well on their way to CMM Level 5.
They were so good that a fellow organization decided to adopt

their practices.
Unfortunately, the
first organization
had more than
100 personnel
while the second
had around 20.
While the first

organization eventually soared on to greatness, the second orga-
nization spent SO (Jester font) much time working on the
process, that they never produced anything.

Processes are like shoes. They’re personal. What fits one
might not fit another. Some folks need industrial-strength, steel-
toe, slip-resistant, oil-and-water-resistant boots. Others can live
with $5 flip-flops. If you try to create a shoe (or a process) that
fits EVERYBODY (Marker Felt font), then it fits nobody. It’s like a
caffeine-free diet soda: It doesn’t really provide anything (and can
give you gas).

Need a process?  It’s like shopping for shoes. Need Manolo
Blahnik shoes (hey, I used to watch Sex in the City)?  Or will a
workable and affordable pair from Payless work?  Need heavy-
strength CMMI?  Will Agile work for you?  It depends: Are you
building a mission-critical real-time distributed application?  Or a
relatively simple Web application?

It’s all about fit.

— David A. Cook, Ph.D.
Senior Research Scientist and

Principle Member of the Technical Staff
The AEgis Technologies Group, Inc.
dcook@aegistg.com (Papyrus font)

One If By LAN,
Two If By C

SM Personal  Software Process and PSP are service marks of Carnegie Mellon University.
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